
" na],rst '_lrn-_-]_,

i_ _JVW

neta_ Atmospher_

o



T
II



NASA Conference Publication 3077

First International
Conference on

Laboratory Research for
Planetary Atmospheres

Edited by
Kenneth Fox

University of Tennessee

Knoxville, Tennessee

John E. Allen, Jr.
and Louis J. Stief

NASA Goddard Space Flight Center

Greenbelt, Maryland

Diana T. Quillen

Bowie State University

Bowie, Maryland

..... ÷

Proceexiings of a conference held at

Bowie State University
Bowie, Maryland

October 25-27, 1989

N/_A
National Aeronautics and

Space Administration

Office of Management

Scientific and Technical
information Division

1990



,

2.
3.
4.
5.
6.
7.
8.
9.
10.
11.
12.
13.
14.

15.
16.
17.

18.
19.
20,
21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.

PHOTOGRAPH KEY
Allen, Jr., J.E.
Fegtey, B.
Duncan, M.A.
Hougen, J.T.
Wagener, R.
Caldwell, J.J.
Judge, D.L.
Halthore, R.N.
Masterson, C.M.
Morgan, T.
Nesbitt, F.L.
Lovas, F.J.
Rice, J.K.
Green, J.
Bjoraker, G.

Steinfeld, J.I.
Giver, L.P.

Johnsen, R.
Steffes, P.G.
Ruhl. E

Halpern, J.B.
Stief, L.J.
Weber, A.
Lafferty, W.J.
Mickelson, M.
Barts, S.A.
Glaser, F.
Trajmar, S.
Blass, W.E.
Allen, M.
Yung, Y.L.

32. Moralejo, C.
33. O'Brien, J.J.
34. Sack, N.J.
35. Lutz, B.L.

36. Menchan, D.
37. Fox, K.
38. Wu, Y.C.R.
39. Frye, J.
40. Payne, W.A.
41. Pickett, H.M.
42. Johnson III, R.D.
43. Fraser, G.T.
44. Spilker, T.R.
45. Suarez, C.B.

46. Chackerian, Jr., C.
47. Guilford, C.A.

48. Bergstra|h, J.
49. Arakawa, E.T.
50. Khare, B.N.
51. Urdahl, R.S.
52. Nava, D.F.
53. Cody, R.J.
54. Quillen, D.T.
55. Moore, M.H.
56. Kleiner, I.

57. Yanamandra-Fisher, P.
58. Suenram, R.D.
59. Parent, D.

60. Fahr, A.
61. Babaki, M.
62. Leone, S.R.

ii ORTGINAL PAGE

BLACK AND WHtTg PROTOGRAPH



OR!GINALPAGE
BLACKAND WHtTg PHOTOGRAPI-I

o,o

111



ORIGINAL PAGE

BLACK AND WHITE. PHOTOGRAPH

LABORATORY

RESEARCH

FOR

PLANETARY

ATMOSPHERES

iv



PROLOGU

I am pleased to be able to join in welcoming you and to offer the best wishes

of the NASA Office of Space Science and Applications (OSSA) for a successful

conference.

This meeting is particularly timely for several reasons. First, with the

launches of Magellan and Galileo and the Voyager flyby of Neptune, all in 1989, we

are entering a second golden age in solar system exploration. We can look forward

to a 16 year period of uninterrupted activity starting with Magellan at Venus from

1990 to 1992 and continuing with Mars Observer operating in orbit at Mars from

1993 to 1995, Galileo at Jupiter from 1996 to 2000, CRAF in its rendezvous with a

comet from 2000 to 2003, and Cassini at Saturn from 2003 to 2006. Laboratory

studies of the kind that you will be discussing in this workshop will be critical to

the successful interpretation of the data from that extraordinary series of space

flight missions.

Second, the highest priority new flight mission in the OSSA strategic plan is

the Earth Observing System (EOS). The EOS program will utilize a series of polar

orbiting platforms to carry a multidisciplinary complement of instruments to study

the interactions of the Earth's oceans, atmosphere, land surface, and biosphere, and

to seek an understanding of global change. Here, also, laboratory studies will play

a crucial role.

As you begin your discussions, I would ask you to keep two thoughts in

mind. Both pertain to the practical issue of helping those of us who worry about

budgets and schedules provide support for the best program that we can in an

environment of constrained resources. First, look at how the remarkable

multidisciplinary character of your topic -- that is, the fact that your laboratory

studies are important to astrophysics, planetary science, and Earth science -- can be

used to advantage, from the point of view of both science and economics. Second,

work hard to identify the critical scientific questions and highest priority scientific

problems for the field so that we will have the best possible scientific guidance on

where to steer our program.

Once again, best wishes for a vigorous and productive workshop.

Joseph K. Alexander
Assistant Associate Administrator for Space Science

(Science and Applications)
NASA Headquarters
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INTRODUCTION

This First International Conference on Laboratory Research for Planetary

Atmospheres has a heritage. Its predecessors included sessions prior to meetings of

the Division for Planetary Sciences (DPS) of the American Astronomical Society

(AAS) in Pasadena, California and Paris, France during 1987 and 1986, respectively.

There was considerable feeling that successor sessions ought to continue in order to

present laboratory research which might not be highlighted suitably at the main

DPS meetings.

An additional important consideration developed after the Spring of 1987 when

the National Aeronautics and Space Administration (NASA) Planetary Atmospheres

Management Operations Working Group (MOWG) created a Subgroup on Strategies

for Planetary Atmospheres Exploration (SPASE) which was charged with the task of

identifying and documenting appropriate areas for augmentation within the Planetary

Atmospheres Program. Specifically, SPASE was asked to identify that area of

atmospheres research where the need for additional support was particularly urgent,

given the status of the field and of current and planned NASA programs in

planetary science. After much deliberation, the SPASE group concluded that the

area of research most in need of augmented support was that of laboratory

measurements. The SPASE Report, included here as an Appendix, documented the

kinds of laboratory work which could lead to notable advances in specific areas of

planetary atmospheres research.

The SPASE Report recommended that workshops and special meetings should

be held to highlight requirements and progress relating to laboratory studies for

planetary atmospheres. SPASE noted: "A national meeting involving many members

of the Planetary Atmospheres community is planned for calendar 1989; this will

serve as an introductory forum for the proposed augmentation ... this would both

highlight progress and set the stage for the follow-on option." The 1989 Conference

on Laboratory Research for Planetary Atmospheres is indeed this "national meeting"

and "introductory forum."

The areas of research principally covered by this Conference, and consequently

by these Proceedings, are photon and electron spectroscopy, chemical kinetics, and

thermodynamics. Invited papers were presented orally and were followed by extensive



discussions. Contributed papers were displayed as posters throughout the

Conference. Plenary reviews were given orally, covering both invited and

contributed papers in each subject area, at the concluding session.

This Conference on Laboratory Research for Planetary Atmospheres was well

attended, with active participation by more than sixty registrants. Research workers

came from across the United States of America and from several foreign nations.

Their home institutions included universities, government laboratories, and the

private sector.

There was a consensus at the conclusion of this Conference that such

activities be encouraged and supported for the future. Specific suggestions included

sessions prior to the meetings of the DPS/AAS planned for Charlottesville, Virginia

and Munich, Federal Republic of Germany during the Autumn of 1990 and 1992,

respectively.

There are many individuals and organizations whose participation and support

were essential to a successful Conference, and to whom thanks and appreciation are

due: Bowie State University, the NASA Goddard Space Flight Center, NASA

Headquarters, and the University of Tennessee coordinated this Conference from its

initial stages to its conclusion; the NASA Planetary Atmospheres Program of the

Solar System Exploration Division provided fiscal support; the National Organizing

Committee provided the rationale and motivation for this enterprise; the Local

Organizing Committee handled the seemingly endTess details of ensuring that this

Conference ran smoothly and effectively; and the Conference Secretary implemented

what had to be done - and more - to make it all happen in a timely and

outstanding fashion. To these and to the others whose work was essential, thank

you.
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LABORATORY MEASUREMENTS OF MICROWAVE AND MILLIMETER-

WAVE PROPERTIES OF PLANETARY ATMOSPHERIC CONSTITUENTS

PAUL G. STEFFES
Georgia Institute of Technology

School of Electrical Engineering

Atlanta, GA 30332-0250

ABSTRACT

Accurate data on microwave and millimeter-wave properties of potential

planetary atmospheric constituents is critical for the proper interpretation of

radio occultation measurements, and of radio astronomical observations of both

continuum and spectral line emissions. Such data is also needed to correct for

atmospheric effects on radar studies of surface reflectivity. Since the

refractive and absorptive properties of atmospheric constituents often vary

drastically from theoretically-predicted profiles, especially under the extreme

conditions characteristic of planetary atmospheres, laboratory measurements under

simulated planetary conditions are required.

This paper reviews the instrumentation and techniques used for laboratory

measurement of the refractivity and absorptivity of atmospheric constituents at

wavelengths longward of I mm, under simulated planetary conditions (temperature,

pressure, and broadening gases). Techniques for measuring both gases and

condensates are considered. Also reviewed are the relative accuracies of the

various techniques. We conclude by reviewing laboratory measurements which have

already been made, and highlight additional measurements which are needed for

interpretation of data from Venus and the outer planets.

I. INTRODUCTION

Radio absorptivity data for planetary atmospheres obtained from spacecraft

radio occultation experiments and earth-based radio astronomical observations

can be used to infer abundances of microwave absorbing atmospheric constituents

in those atmospheres, as long as reliable information regarding the microwave

absorbing properties of potential constituents is available. The use of

theoretically-derived microwave absorption properties for such atmospheric

constituents, or laboratory measurements of such properties under environmental

conditions which are significantly different than those of the planetary

5
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atmosphere being studied, often leads to significant misinterpretation of

available opacity data. For example, results obtained for the microwave opacity

from gaseous H2SO 4, _nder simulated Venus conditions showed that not only was

the opacity from H2SO 4 much greater than theoretically predicted, but that its

frequency (wavelength) dependence was far different than that theoretically

predicted (Steffes, 1985 and Steffes, 1986). Subsequent measurements made by

Steffes and Jenkins (1987), showed that the microwave opacity of gaseous ammonia

(NH3) under simulated Jovian conditions did agree with theoretical predictions

to within their experimental accuracy at wavelengths longward of 1.3 cm.

However, work performed by Joiner et al. (1989) has shown that laboratory

measurements of the millimeter-wave opacity of ammonia between 7.5 mm and 9.3

mm and also at the 3.2 mm wavelength require a different lineshape to be used

in the theoretical prediction for millimeter-wave ammonia opacity than had been

previously used. The recognition of the need to make such laboratory

measurements of simulated planetary atmospheres over a range of temperatures and

pressures which correspond to the altitudes probed by both radio occultation

experiments and radio astronomical observations, and over a range of frequencies

which correspond to those used in both radio occultation experiments and radio

astronomical observations, has led to the development of facilities at Georgia

Tech and at other institutions which are capable of making such measurements.

This paper reviews the instrumentation and techniques used for laboratory

measurement of the refractivity and absorptivity of atmospheric constituents at

wavelengths longward of I mm, under simulated planetary conditions (temperature,

pressure, and broadening gases). Techniques for measuring both gases and

condensates are considered. Also reviewed are the relative accuracies of the

various techniques. We conclude by reviewing laboratory measurements which have

already been made, and highlight additional measurements which are needed for

interpretation of data from Venus and the outer planets.

II. INSTRUMENTATION AND MEASUREMENT TECHNIQUES

A large number of measurement techniques are used for characterizing the

refractivity and absorptivity of gases and condensates at microwave and

millimeter-wavelengths. At the shorter millimeter-wavelengths (near I mm), the

techniques resemble the IR/optical spectroscopic techniques described by other

authors. At the longer microwave wavelengths (_ > I cm), techniques involving



RF (radio frequency) componentsare employed.

A. Absorptivity Measurements at Wavelengths Lonqward of I cm

At wavelengths longward of I cm, the two major techniques for inferring

planetary atmospheric opacity and refractivity are spacecraft radio occultation

experiments and earth-based radio emission measurements. At these wavelengths,

the vast majority of measured opacity is due to atmospheric gases at pressures

at or above 1 Bar. Measurement of the microwave absorption and refraction

properties of such gases is most often accomplished with cylindrical cavity

resonators. Figure I (from Steffes, 1986) and Figure 2 (from Steffes and

Jenkins, 1987) show measurement systems designed to measure microwave absorption

and refraction properties of atmospheric gases under simulated conditions for

the Venus atmosphere (Figure I) and the atmospheres of the outer planets (Figure

2).

The approach used to measure the microwave absorptivity of gaseous H2SO 4

in a CO2 atmosphere can be seen in Figure I. The absorptivity is measured by

observing the effects of the introduced gas mixture on the Q, or quality factor,

of two cavity resonators at particular resonances from 1.34 GHz to 23.6 GHz.

The changes in the Q of the resonances which are induced by the introduction of

an absorbing gas mixture can be monitored by the high resolution microwave

spectrum analyzer, since Q is simply the ratio of the cavity resonant frequency

to its half-power bandwidth. For relatively low-loss gas mixtures, the relation

between the absorptivity of the gas mixture and its effect on the Q of a

resonance is straightforward:

e = (Q'IL Q'IC) _/_ (1)

where e is absorptivity of the gas mixture in Nepers km"I. (Note, for example,

that an attenuation constant or absorption coefficient or absorptivity of 1Neper

km"I = 2 optical depths per km (or km-I) = 8.686 dB km"I, where the first notation

is the natural form used in electrical engineering, the second is the usual form

in physics and astronomy, and the third is the common (logarithmic) form. The

third form is often used in order to avoid a possible factor-of-two ambiguity

in meaning.) QL is the quality factor of the cavity resonator when the gas

mixture is present, QC is the quality factor of the cavity resonator in a vacuum,

and _ is the wavelength (in km) of the test signal in the gas mixture.
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In order to obtain a gas mixture with a sufficient amount of H2SO 4 vapor

so that the microwave absorption is detectable, the system must be operated at

temperatures exceedi.ng 450 K. While this is suboptimal in that the temperatures

at altitudes from 35 to 50 km (where both radio occultation and radio

astronomical experiments have detected microwave opacity) range from 350 to 450

K, temperature dependencies measured for similar gases (such as SO2) can be used

to estimate temperature effects in that range. In order to infer H2SO 4 vapor

pressure, the volume of liquid sulfuric acid which is vaporized to generate the

gaseous H2SO 4 is determined to a high accuracy (up to ±0.005 ml). It is then

possible to compute the partial pressure of gaseous H2SO 4 using the ideal gas

equation, the measured change in liquid volume, and published densities for H2SO 4

liquid. However, since gaseous H2SO 4 can dissociate to form gaseous H20 and SO3

which have relatively low microwave opacity when compared with gaseous H2SO 4,

an accurate estimate of the "dissociation factor" is necessary in order

accurately estimate the H2SO 4 abundance, and therefore the relationship between

abundance and absorptivity. Recently, Fahd and Steffes (1989) have measured this

dissociation factor. Initially, a vacuum is drawn in the pressure vessel

containing the microwave cavity resonator, and the bandwidth and center frequency

of the resonances are then measured. For this experiment, resonances at 1.34

GHz (22.3 cm) 2.24 GHz (13.4 cm), 8.42 GHz (3.6 cm), 13.23 GHz (2.26 cm), 21.63

GHz (1.38), and 23.64 GHz (1.27 cm) were used. A valve is then opened which

allows the sulfuric acid vapor eluting from the flask to fill the pressure vessel

(0.031 cubic meters of open volume with resonator in place) and reach vapor

pressure equilibrium with the liquid H2SO 4.

As H2SO 4 vapor fills the chamber, changes in the resonance center frequency

are observed. These changes are related to the H2SO 4 vapor abundance. After

equilibrium is reached, the valve to the reservoir flask is then closed, and CO2

is admitted to the chamber containing the H2SO 4 vapor. For this experiment, a

total pressure of 6 atm was used. The bandwidth of each response is then

measured and compared with its value when the chamber was evacuated in order to

determine the absorptivity of the C02/H2SO 4 gas mixture at 6 atm total pressure.

The total pressure is then reduced by venting, and the bandwidths are again

measured. Subsequent measurements are likewise made at lower pressures in order

to determine absorptivities at those pressures. The pressure vessel is then

evacuated and the bandwidths again measured so as to assure no variation (either

I0



due to thermal shift or chemical reaction) of the Q's of the evacuated resonators

has occurred. Note that this approach has the advantage that the samegas

mixture is used for the absorptivity measurementsat the various pressures.

Thus, even though someuncertainty may exist as to the mixing ratio of the
initial mixtue, the mixing ratios at all pressures are the same, and thus the

uncertainty for any derived pressure dependence is due only to the accuracy

limits of the absorptivity measurements, and not to uncertainty in the mixing

ratio. Similarly, measurements of the frequency dependence of the absorptivity

from the gas mixture are likewise immune to mixing ratio uncertainty, as long

as foreign-gas broadening predominates.

Measurements have also been made of the absorptive properties of several

gases under simulated conditions for the outer planets, using the system in

Figure 2. The first experiment involved gaseous NH3.

In order to obtain a gas mixture with a sufficient amount of gaseous NH3

so that microwave absorption is detectable using our system, temperatures at or

above 170 K must be used. (This limit is set by the saturation vapor pressures

for ammonia and by the sensitivity of our measurement system.) While this covers

most of the temperature range in the Jupiter atmosphere over which radio

occultation and radio astronomical experiments have detected microwave opacity

(140-300 K), it is somewhat above the temperature range over which microwave

opacity has been detected at Saturn. However, the measured temperature

dependencies can be used to extrapolate to those temperatures. In order to

conduct the required measurements, the pressure vessel and its microwave

resonators must first be cooled to the desired temperature.

After thermal stability is reached, which can be monitored using both the

temperature sensors and the resonant frequencies of the system, a vacuum is drawn

in the pressure vessel containing the resonators, and the bandwidth and center

frequency of each of resonances is then measured. For this experiment

(absorption from NH3), resonances at 1.34 GHz (22.3 cm), 2.25 GHz (13.3 cm), 8.53

GHz (3.52 cm), 13.3 GHz (2.26 cm), and 21.7 GHz (1.38 cm) were used. A valve

is then opened which allows the ammonia gas to enter the chamber. Measurements

of the gaseous NH3 pressure were made with the high accuracy thermocouple vacuum

gauge tubes which are shown in Figure 2. Next, 5.4 atm of hydrogen (H2) and 0.6

11



atm of helium (He) are added. These gases are admitted to the chamber at a

sufficiently slow rate so as not to significantly affect the temperature within
the chamber. The bandwidth of each resonance is then measuredand comparedwith

its value whenthe chamberwas evacuated in order to determine the absorptivity

of the gas mixture at 6 atm total pressure. The total pressure is then reduced

by venting to 4 atm, and the bandwidths are again measured.

As before, this approach has the advantage that the samegas mixture is

used for the absorptivity measurementsat the various pressures. Thus, even

though somesmall uncertainty may exist as to the mixing ratio of the initial

mixture, the mixing ratios at all pressures are the same.

B. Absorptivity Measurements at Wavelenqths Between.] mm and I cm

While the techniques for measuring millimeter-wave absorptivity are similar

to those used at longer wavelengths, the cylindrical resonators used at

wavelengths longward of I cm become ineffective at the shorter wavelengths.

Shortward of I Cm, cylindrical resonators become extremely small, resulting in

a very low quality factor (Q) and making it difficult to couple energy in and

out of the resonator. An alternative approach is the semi-confocal Fabry-Perot

resonator Shown in Figure 3. The resonator shown in Figure 3 has several

_bandpass resQnancesin+the range from 30-40 GHz with quality factors around 8000.

A similar resonator which operates at 94 GHz with a Q of over 30,000 is shown

in Figure 4. The system used to measure the 94 GHz absorptivity of NH3 in a

H2/He atmosphere is shown in Figure 5. Note the use of a premixed, constituent

analyzed, hydrogen/helium/ammonia atmosphere with a mixing ratio accuracy of

better than ± 2% of its value (e.g., [1.85 ± 0104] % of NH3).

Before the absorption coefficient can be calculated, the effect of the

dielectric properties of hydrogen and helium on the system must be known. The

dielectric properties of gases with little or no absorption such as hydrogen and

helium can cause changes in the apparent bandwidths of resonances. Because the

percentage change in bandwidth (on the order of 20%) due to the absorption of

NH3 is_relatively_::sma!l for our system, any .....changes in bandwidth due to the

dielectric effects of hydrogen and helium may lead to significant errors in the

absorption measurement.

12
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The resonator, which operates as a bandpass filter, is connected to a

signal source (the sweep oscillator) and to a receiver (the high resolution

spectrum analyzer). The Q of the resonator, which is defined as the ratio of

the resonant center frequency to the resonance half-power bandwidth, is

proportional to the ratio of the energy stored in the resonator to the energy

lost per cycle. Therefore, stronger coupling between the resonator and the

spectrum analyzer or sweep oscillator causes more energy to be lost per cycle,

and thus decreases the Q of the resonance. For this reason, the resonator was

designed with minimal coupling, so as to maximize Q and minimize the variations

in Q that might result from changes in coupling that occur when gases are

introduced into the resonator. These changes in coupling, which we refer to as

dielectric loading, are due to the dielectric constant or permittivity of the

test gas mixtures and are not related to the absorptivity of the gases. Slight

imperfections in the waveguide or irises can make the apparent Q of the resonator

appear to vary with the abundance of lossless gases. It is therefore necessary

to repeat the absorption measurement without the absorbing gas present. The last

step in the experimental procedure is to measure the bandwidth of each resonance

in a mixture consisting of 90% hydrogen (H2) and 10% helium (He) with no ammonia

present. Since, for the pressures and wavelengths involved, theH2/He atmosphere

is essentially transparent, no absorption is expected. If any apparent

absorption is detected, dielectric loading (or a change in coupling due to the

dielectric properties of the gases) is indicated/

We have found that the effects of dielectric loading are additive, in that

they add to the apparent changes of resonator bandwidth caused by the absorbing

gases. Thus, aslong as the effects of dielectric loading are not time variable,

they can be removed by using the measured value of the Q of the resonance with

the non-absorbing gases present rather than the Q of the resonance in a vacuum

for the quantity QC in equation (I).

C. Experimental Uncertainties

Uncertainties in the measurement of the absorption coefficient may be

classified into two categories: uncertainties due to instrumental error and the

uncertainty due to noise. The uncertainties due to instrumental error are caused

by the limited resolution and capability of the equipment used to measure

pressure, temperature, and resonant bandwidth. These uncertainties have been
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significantly reduced so that they are relatively small when compared to the

uncertainty due to noise. For instance, proper calibration of the spectrum

analyzer has madethe uncertainty in the measurementof the resonant bandwidth

and center frequency in the absenceof noise negligible. Likewise, the limited

ability of the temperature chamberto maintain a constant temperature results
in variations of only ± 2.5%. The largest source of uncertainty due to

instrumental error in the past has been associated with the mixing ratio of the

gas mixture. The uncertainty in the measurementof the amountof ammoniapresent
in the mixture due to the inaccuracy inherent in the thermocouple vacuumgauge

is on the order of ±20%,or (].85 ± 0.37) %NH3 volume mixing ratio. Thus, even
though measurementsat all frequencies are madewith the samemixing ratio and
the frequency dependence remains intact, a large uncertainty still remains in

the relative amplitude of the absorption. We have been able to reduce this

uncertainty by repeating the measurements using a pre-mixed, constituent

analyzed, hydrogen/helium/ammonia atmosphere with a mixing ratio accuracy of

better than ± 2%, or (1.85 ± 0.04) %NH3 volume mixing ratio.

The most significant source of uncertainty in the measurementof the

absorption coefficient is due to the effects of noise in the system. This

electrical noise is displayed by the spectrum analyzer. As a result, the
measurementof the bandwidth of a resonance must be accompaniedby an error term

which is directly related to the width of the noise on the spectrum analyzer's

display.

In order to reduce the effects of noise, the system sensitivity, which is

dependent on both the Q of the resonator and the noise present in the system,

must be as high as possible. Becausethe Q is defined as 2_ times the ratio of

the average energy stored in the resonator to the energy lost ( per cycle) in

the resonator, reducing losses in the resonator increases the sensitivity of the

system. The losses in a Fabry-Perot type resonator can be attributed to the
resistive losses on the surfaces of the mirrors, coupling losses due to energy

coupling out of the resonator through the irises on the flat-surfaced mirror,
and diffraction losses around the sides of the mirrors (Co!lin, 1966). (The

diffraction losses are, of course, minimal in the cylindrical cavity resonators.)
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Computation of the resistive losses from the mirrors of the Fabry-Perot

resonators showedthat, in the absenceof all other losses, the quality factor

should have been on the order of 250,000, whereas its actual quality factor was

on the order of 10,000. Therefore, the limiting factor in the performance of

the resonator must be attributed to either coupling losses or diffraction losses.

(As a result, even the introduction of high temperature superconducting material

would not significantly improve the sensitivity of the system.) In order to

minimize the coupling losses, adjustable irises were developed so that the

smallest possible coupling losses would occur, while still allowing sufficient

signal coupling in and out of the resonator. However, this yielded only slightly

improved results.

The major limiting factor to the system sensitivity is diffraction losses

around the edges of the mirrors. Oneapproach used to reduce diffraction losses

involves the precise pointing of the mirrors to assure that both mirrors are
oriented directly toward each other. This is accomplished by directing the beam

of a helium-neon laser through the input waveguide and iris and into the

resonator. The parabolic mirror is then adjusted so that the reflected beam

focuses precisely on the output iris. This is found to maximize both the signal

to noise ratio and the Qof the resonator, and therefore increase the sensitivity

of the system. Figure 6 showsthe improvement in the sensitivity of the 30-40

GHzsystem obtained with this approach. Figure 7 shows the sensitivity of the

1.34 - 23.6 GHzsystem shown in Figure 2.

D. Refractivity Measurements

The refractive index, n, of a gas is the ratio of the velocity of an

electromagnetic wave in a vacuum, c, to the velocity of the wave in the presence

of the gas, Vg. Since the resonant frequencies of a microwave resonator are

directly proportional to the velocity of electromagnetic waves within the

resonator, the refractive index of a gas can be determined by comparing the

frequency of a particular resonance when a vacuum is present within the

resonator, fv' to the resonant frequency when the gas is present, fg. That is,

n = C/Vg = fv/fg (2)

Refractivity, N, is defined as being equal to (n-l) x 106. Thus, it can be

determined simply by measuring the chanq__e in center frequency of a given
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resonance after the gas has been introduced. That is,

N = (n-I) x 106= [(fv - fg)/fg] x 106 (3)

Since the refractivity of a gas is directly proportional to the molecular density

of the gas, #, the refractivity is often expressed in a form which is normalized

by molecular density in terms of the temperature and pressure of the gas. That

is, # = P/RT where # is density in molecules per cm3, P is the pressure in

atmosphere, R is the ideal gas constant (1.362344 x 10.22 cm3-

atm/molecule/Kelvin), and T is the temperature in Kelvins. Thus, the density-

normalized refractivity, N/p, can be expressed as NRT/P. It is often assumed

that the density-normalized refractivity for a gas is independent of pressure

or temperature.

Any of the resonator systems described can be used to measure the density-

normalized refractivity of gas mixtures. Knowledge of this quantity is necessary

for determining pressure-temperature profiles from radio occultation data, and

for proper modeling of microwave and millimeter-wave emission. Initially, a

vacuum is drawn in the chamber containing the resonator. The heating or cooling

system is then used to bring the chamber to the appropriate planetary

temperature. As the temperature is changed, the resonant frequencies change due

to thermal contraction. Thus, when thermal stability is reached, the resonant

frequencies likewise stabilize. After thermal stability is reached, a vacuum

is drawn in the pressure vessel containing the two microwave resonators, and the

center frequencies of the resonances of interest are than measured. A valve

is then opened which admits the test gas to the chamber. As the gas is added,

the shifting of the center frequencies of the various resonances can be

observed. Once the desired pressure is reached the total frequency shift can

be used to compute the refractivity, N, of the gas under those conditions. It

should be noted that while the major source of uncertainty for our refractivity

measurements is the frequency measuring capability of our system, two other

sources of uncertainty affect the accuracy of our determination of density-

normalized refractivity, and those are our abilities to measure pressure and

temperature.

E, Measurements of Absorptivity and Refractivity of Solids and Liquids

Measurements of the absorptivity and refractivity (also referred to as the
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complex dielectric constants) of condensate materials have been less commonat

longer wavelengths becauseof their relatively small effect on observed microwave
emission, or measured microwave absorption at the depths to which radio

occultation experiments have been able to probe. However, with the upcoming
Galileo mission, in which a probe carrying a microwave transmitter will penetrate

into the deep Jovian atmosphere, the opportunity to measure the microwave

absorption from the dense clouds maybe possible. Similarly, radar studies of

Titan have suggested the possibility of measuring the properties of surface

liquids (Spilker and Eshleman, private communication). Therefore, in order to

properly identify surface constituents based on their radar reflectivity,
measurementsof the complex dielectric constants of potential surface liquids

are necessary at the 12.6 and 3.6 cm radar wavelengths.

Three techniques are used for the measurementof complex dielectric

constants. The first is essentially identical to that previously described.

That is, a system such as that shownin Figure 2 (using cylindrical resonators)
is employed, and changes in the bandwidth and center frequencies of the

resonances when the resonators are filled with liquid or solid materials are

measuredto determine refractivity and absorptivity. However, manyliquids have

such large amountsof refraction and absorption that the resonances are totally
attenuated. With these sorts of materials, the most commonalternative approach

for measuring the complex dielectric constant is to place the material within

an open circuited coaxial line (between the conductors), and to measure the

complex impedance of the line using a microwave network analyzer. Scott and

Smith (1986a) have used this technique at frequencies up to 2 GHz, and expect

it to be useful to over 8 GHz. (Note that we have successfully used this

technique to measurethe properties of aqueous ammoniasolutions up to 2 GHz.)

i

i

I

The third method involves placing a monopole antenna in a hemispherical

tank containing the material (liquid or crystalline) to be tested. By measuring

the change inthecomplex impedance of the antenna from when it is in air to when

it is immersed in the material, it is possible to infer the complex dielectric

constant of the material. Scott and Smith (1986b) have used this technique at

frequencies up to 10 GHz, and expect it to be useful at much higher frequencies

as long as the network analyzers to measure complex impedance are available.
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Since the first two techniques described are generally not useful at

wavelengths shortward of I cm and since the third technique has yet to be tried

at millimeter-wavelengths, an alternative approach is frequently employed.

Breedenand Langley (1969) developed a technique wherebya slab of solid material

or a container of liquid material is placed on the surface of the flat mirror

of a semi-confocal Fabry-Perot resonator, such as those shown in Figure 3 and
4. As long as the physical dimensions of the material being tested are well

known, it is possible to infer its complexdielectric Constant from the measured

changes in the resonant frequency and quality factor of the resonator which

accompanythe introduction of the material. Weintend to pursue this technique

for future laboratory measurementsof the millimeter-wave properties of potential
Venus and Jovian cloud constituents.

III. CONCLUSION

In this paper, we have described techniques for laboratory measurement of

microwave and millimeter-wave absorption and refraction properties of planetary

atmospheric constituents. In Table I, we present a summary of known laboratory

measurements of a number of planetary atmospheric constituents. It should be

noted that this summary should not be considered to be complete. Similarly, even

if multiple measurements are listed for a given constituent, more measurements

may be necessary in order to provide a complete spectral analysis and to provide

measurements over a complete range of appropriate pressures and temperatures with

the necessary accuracy.
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NH3

NO

02

SO 2

SO3
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HIGH RESOLUTION SPECTROSCOPY IN THE MICROWAVE

AND FAR INFRARED

HERBERT M. PICKETT

Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91109

ABSTRACT

High resolution rotational spectroscopy has long been central to remote sensing tech-

niques in atmospheric sciences and astronomy. As such, laboratory measurements nmst

supply the required data to make direct interpretation of data for instruments which sense

atmospheres using rotational spectra. Spectral measurements in the microwave and far

infrared regions are also very powerful tools when combined with infrared measurements

for characterizing the rotational structure of vibrational spectra. In the past decade new

techniques have been developed which have pushed high resolution spectroscopy into the

wavelength region between 25 pm and 2 ram. Techniques to be described include: (1) har-

monic generation of microwave sources, (2) infrared laser difference frequency generation,

(3) laser sideband generation, and (4) ultra high resolution interferometers.

INTRODUCTION

The rotational spectra of molecules provide a very sensitive probe fi)r remote sensing

in the atmospheres of planets and the interstellar medium. The rotational lines are very

narrow and uniquely characteristic of the species observed. Since the lines can be observed

in thermal emission, temperature can can often be determined. In addition, the profiles

of the lines can be used to inf_'r pressure and species abundance. When observations are

made close to the planet, limb observations can be made with great sensitivity. Weight

and power limitations have made limb observations impractical for observations of planets

other than the Earth. However, nadir observations are still of great utility provided that

there is sufficient contrast between sources of continuum emission (ground and clouds)

and the molecular emission. A consequence of this limitation is that observations are most

sensitive to areas of planetary atmospheres which are at a different temperature than the

ground o1" the cloud tops.

To interpret the data, or indeed to determine the sensitivity of a potential instrmnent, it

is essential for laboratory spectroscopy to determine the transition frequencies of the lines,

their pressure broadening coefficients, and their strengths. It is also important to determine

the spectra, of all plausil)le molecules so that interfering lines are avoided. These needs are

common to all regions of the spectra where high resolution observations are made. In fact.,

det.erminations of rotational spectra and infrared vibrational spectra have been combined

in a powerful way to provide more accurate information for use in both spectral regions. 1

The trend for planetary instruments which observe rotational lines is to evolve to higher

frequency. The antenna optics become smaller with smaller wavelength and the absorption
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coefficientsof moleculesgenerally becomelarger. Thus, there is both a sizepremium and
a sensitivity premium in moving to higher frequency. In addition, many of the hydride
moleculessuchasNHa, PHa, H20, HDO, CHAD,and HCN havetheir predominant spectra
in the far infrared. Other moleculessuchas CO and SO_have strong spectra throughout
the far infrared. The difficulty with this region is that water in the Earth's atmosphere
absorbsstrongly, and so observationsare best madefrom space.Technologyfor high res-
olution submillimeter and far infrared instruments is evolving rapidly and will form an
important part of planetary observationsin the future. In the next decade,application
will be found in high altitude observatories,aircraft and balloons. Astrophysics missions
such as the Large Deployable Reflector (LDR) and its precursorswill provide significant
measurementcapability in the submillimeter wavelengthregion. Such measurementca-
pability will be of little use to the planetary community unless an adequate laboratory
spectral data baseexists.

The emphasisof this paper will be on the new techniques for submillimeter and far
infrared laboratory spectroscopywhich have appearedin the past decade. With encour-
agement, these techniques can become important tools for laboratory measurementsof
planetary molecules.

_ _i r_un_,conr_: t

Fig. 1: Submillimeter Spectrometer Using Harmonic Generation

HARMONIC GENERATION

....... _ITarmonic generation is one of the oldest of the far infrared spectral techniques, and

was developed by \Valter Gordy and his students at. Duke University. 2 Recently, several

developments have made this technique more sensitive for routine measurements. The

".22 L
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method involves illuminating a diode with microwave power and detecting absorption with

the harmonics of the microwave source. The general scheme for this is illustrated in Fig. 1.

The first development has been to replace the W-Si point contact diodes with monolithic

Schottky diodes. The diodes we have used most successfully for this application have been

produced by R. Mattauch at the University of Virginia. a Interestingly, the best types

have been high frequency mixer diodes. Varactor diodes, while theoretically better for

multiplication, suffer from excess diode capacitance. The best mount for high harmonic

generation is still the simple crossed waveguide mount originally developed by Gordy.

While more efficient mounts can be made for doubling or tripling, the task of terminating

all the harmonics and idler frequencies becomes a very difficult design problem at higher

multiples. Our experience is that the harmonic power in the simple crossed waveguide

mount drops by 6-10 dB per harmonic.

The second development has been the use of sensitive liquid He cooled detectors. Tile

best in the 0.3 - 2 mm region is the InSb hot electron bolometer. 4 Unlike most bolometers,

the InSb bolometer has its limiting thermal conductance between the conduction electrons

(which are heated by the far infrared radiation) and the lattice. Because of this the InSb

bolometer is best mounted in good thermal contact with the liquid He cold surface. The

response time is < ltzsec, making the detector more immune to 1/f noise in the source,

but the sensitivity falls off above 20 cm -1.

The third development has been the use of a dichroic plate to filter out the lower

harmonics of the harmonic generator. These plates are designed after similar but much

larger plates used to separate S and X band at the JPL Deep Space Network. In our

application the plates are made of 1-2 mm thick almninun-, and have a close-packed array

of circular holes. Each of the holes act like a small circular waveguide. The plate reflects

frequencies which are below the cut-off frequency of the waveguide. The plates have better

than 80% transmission up to about twice the cut-off frequency, where diffraction starts

becoming important. The highest frequency cutoff filter we have made has a 500 GHz

(16.7 cm -1) cutoff employing about 2000 holes of 0.25 mm diameter.

These developments have allowed us to nmke ninny studies of spectra in the 10-30 cm -I

region. An unretouched example is shown in Fig. 2. It is the J,K = 3,3 inversion transition

of ammonia in the u2 = 1 excited state at 1073 049.708 MHz (35.79308 cm-_).

LASER DIFFERENCE FREQUENCY GENERATION

Laser difference frequency generation is a technique developed by Ken Evenson and his

co-workers at NBS (now NIST) in Boulder, CO. s The apparatus for two photon generation

is shown in Fig. 3. Central to this technique is the W-NiO-Ni tunnel junction called a MIM

diode which provides the non-linearity for mixing the two CO_ lasers. One of these lasers

is fixed in frequency and Lamb (lip stabilized to an accuracy of 10 kHz. The second

waveguide laser can be tuned over --- 100 MHz. Its frequency is determined by beating

a portion of the output with a Lamb (tip stabilized laser, which is lasing on the same

CO2 line, in a HgCdTe high speed detector. By choosing different laser transitions wide
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frequency coverage can be obtained in selected 100 MHz patches. Frequency accuracy is

limited by ability to measure the peak position of the far infrared absorptions or ,-_ 200
kHz.

in order to fill in the frequency coverage, Evenson has developed a three photon method

in wh]dz two mid-infrared photons are combined with a microwave photon. _ In this method,

the two CO2 lasers are both Lamb dip stabilized, and the tuning comes from the microwave
I .

!
!

.-
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source. The optical layout is shownin Fig. 4. Frequencyaccuracyis comparableto the two
photon method, but getting threewavemixing from the MIM diode is muchmore difficult.
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Fig. 4: Three Photon Laser and Microwave Difference Generation

Actually three far infrared frequencies are generated: one from the difference of the two

infrared lasers, and two which are above and below the two photon frequency by an amount

equal to the microwave frequency. These are readily distinguished by frequency modulating

one of the lasers and observing the sense of the first derivative lineshape obtained under

phase-sensitive detection while sweeping the microwave source.

LASER SIDEBAND GENERATION

Laser sideband generation involves mixing the output of a fixed-frequency far infrared

laser with a microwave source to produce sidebands above and below the laser frequency.

Early demonstrations of this technique were made by Dymanus in the Netherlands r and by

a group at Lincoln Laboratory. s Our improvement of the technique at JPL proceeded con-

currently with Evenson's work using infrared lasers. The goal of our work was to produce a

source which had an accuracy of 100 kHz and had adequate power to make sensitive spec-

troscopic measurements. The far infrared laser is obtained by pumping a molecule such as

methanol with a high power C02 laser and observing lasing from rotational transitions in

the pumped vibrational state. While the output fi'equency is nominally at the rotational

frequency, cax'ity and pump pulling effects make the laser frequency uncertain by as much

as several MHz. Our strategy was to measure "today's" laser frequency by measuring a

transition of known frequency before or after the unknown transition is measured. This

required development of a very stable far infrared laser using Invar and active temperature

stabilization. 9 A diagram of it. is shown in Fig. 5. Interestingly, this laser also turned out
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to be a very high power laser, and our measured power of 1.25 W at 118/zm wavelength

is probably a far infrared world record. More importantly, the frequency stability is < 100

kHz / hour.

In order to have usable sideband output power, it is essential to have a good way of

separating sidebands from the laser. The way we chose to do this is shown in Fig. 6.1° The
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output from the laser passes through the analyzer polarizer and the polarizing Martin-
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Puplett interferometer such that it is not attenuated and arrives at the corner cube diode

mount with the correct polarization. At the diode, the laser is mixed with the output, of

amm wavelength klystron. The sidebands and the unused laser power are reflected from
1

the corner cube back through the interferometer. If the optical path difference is ,-, 7×

the wavelength of the microwave source, then the sideband polarization is rotated by 90 °

with respect to the laser. As a consequence, the sidebands are reflected off the analyzer

polarizer toward the sample cell and detector. Frequently we use a Fabry-Perot resonator

to discriminate between the sidebands and to provide further rejection of the laser. A

typical length scan of this Fabry-Perot, shown in Fig. 7, clearly shows the two sidebands

and the original laser frequency.
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Fig. 7: Fabry-Perot Scan of Laser Sideband Output

Fig. 8 shows spectra obtained of ammonia and HDO using two cells in series. Accurate

frequency measurements require a reference gas whose frequencies are known to the 100

kHz level, and whose doppler width facilitates accurate measurements. HDO is not a good

reference gas in this sense, but CO is better since extensive laser difference measurements

have been n-rode on this ga.s. 11 An even better choice is a gas like SO2, which has a narrower

doppler width and a denser spectrum. We have calibrated SO2 against the CO standard,

and in addition have made several measurements of two SO2 lines in the same laser sideband

scan. In many cases, for example if the lines are P and lt branch lines of different K, the

difference in frequency is ahnost as valuable to the fit as the absolute frequency. The fit

combining these far infiared determinations with nficrowave data is providing a very nsefld

secondary standard for the laser sideband technique which is accurate to the level of our

ability to measure the frequencies.
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INTERFEROMETERS

There has been a steady improvement of both user-constructed and commercial far

infl'ared interferometers. In the far infrared it is important, to have large optics and high

throughput so that resolution is not limited by diffraction. In the long wavelength region,

the advantages of the polarizing Martin-Puplett design (in which a wire-grid polarizer forms

the beam splitter) have been employed by B. Carli at IROE in Italy. 12 More common

are the mylar beam splitter Michelson interfer0meters represented by the Bomem and

Bruker instruments. The Bomem instrument in its highest resolution form has an optical

path difference of 2.5 m, although J. Johns at the Hertzberg Institute in Canada has a

modification to effectively dout)le this differenceJ a The Brucker instrument in its highest

resolution form has an optical path difference of 6 m, which represents a resolution of

0.0016 cm -1. Last November JPL received delivery of the first Bruker of this resolution in

this country. {_re are still in the process (if characterizing this instrument, but an example

of the speC}{a wehaVe obtained is shown inFig. 9. Unfortunately, the pressure is too high

tO display t}_e spectra at the doppler limit, but an indication of the resolution is given by

the splitting at 101.6 cm -1 which is 0.005 cm -_. While the ultimate resolution of 50 MHz

is not comparable to laser-based methods, it is very good for survey work and linewidth

inca sllrelnent s.

"--............ C0N'CLUSIONS

The four techniques described here are both complementary and powerful. Harmonic

generation is most useflfl for the millimeter wavelength end of the spectral region. High

resolution interferometers are diffraction limited in this region, but are very accurate and

i
34



I.IB22

0.9885

0,874_

0.761

0.6A73

0.5536

0.4199

0.3062

0.1924

0.0282

-0.055 _____ ....

100._ t_0.2

q

100._I l(_O.B 100.8 l_Jl.f 101.2 101.4 101.6 101.8 102.0

wIqVENUMBERS CM-I

Fig. 9: Bruker Spectrum of HDO at 2 Torr Pressure

sensitive survey instruments at shorter wavelengths. The two methods for laser generation

of tunable far infrared radiation are capable of higher resolution measurements on selected

lines. Difference frequency generation has high absolute accuracy in frequency, but laser

sideband generation is probably easier once suitable standards are available.
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ABSTRACT

Modern observations of infrared molecular lines in planets are

performed at spectral resolutions which are as high as those

available in the laboratory. Analysis of such data requires

laboratory measurements at the highest possible resolution, which

also yield accurate line positions and intensities. For planetary

purposes the spectrometer must be coupled to sample cells which

can be reduced in temperature and varied in pressure. An approach

which produces the full range of required molecular line

parameters uses a combination of tunable diode lasers and Fourier

transform spectrometers. The FTS provides broad spectral coverage

and good calibration accuracy, while the diode laser can be used

to study those regions which are not resolved by the FTS.

INTRODUCTION

The number of molecules known to be present in planetary

atmospheres has grown tremendously in recent years. Ten planets

and moons in the solar system have molecular atmospheres. These

atmospheric bodies are listed in Table 1 (from Jennings, 1988).

Spectra of the outer planets from the Voyager encounters show many

molecular features, with Titan showing the greatest variety.

The Voyager Infrared Interferometer Spectrometer (IRIS) has

provided high spatial resolution infrared spectra of the Jupiter,

Saturn, Uranus, and Neptune systems. With the aid of laboratory

spectra from our program, IRIS identified six molecular species in

Titan's atmosphere which had not been seen on planets (Maquire et

al. 1981, Kunde et al. 1981, Samuelson et al. 1983). Condensed

phases of complex organics have also been identified on Titan

(Khana et al. 1987).

Ground-based spectrometers now have spectral resolutions high

enough to completely resolve molecular line profiles on planets.

Several types of high resolution spectrometer are used for ground-

based and airborne observations of planets. Infrared laser

heterodyne receivers have produced spectra of narrow molecular

features on Mars, Venus and Jupiter (Betz et al. 1976, Kostiuk et

al. 1983). Fourier transform spectrometers have been operated on

large telescopes at Mt. Palomar (Connes and Michel 1975) and Kitt

Peak (Hall 1976, Wiedemann et al. 1989), as well as the KAO
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TABLE i. MOLECULES IN THE SOLAR SYSTEM

OBJECT MAJOR SPECIES MINOR SPECIES

Venus CO2 H2O, CO, HCI, HF

Earth N2, 02 H20 , C02, CH4, NO, 03, N20, CO, NIl3, HF,

HCI...

_krs CO2 N2, 02, CO, H20 , H2, 03! NO

Jup£ter H2 NH3, PH3, CH4, CH3D, C2H 6, C2H4, C2H2,

H20 , CeH4, CO, HCN, HD

Io SO2

Saturn H2 h_3, PH3, CH4, CH3D , C2H6, C2H2, CO

Titan N2 H2, CH4, CH3D, C2H 2, C2H4, C2H 6' C3H4,

C3H8, C4H2, HCN, HC3N , C2N 2, C02, CO

Uranus H2 CH4

!

Neptune

Triton

Pluto

Sun

Comets

H2

CH4 (or N2)

CH4

CH4, C2H 8

CO, C2, CH, CN, NH, OH, MgH, C_H, TiO, SiH,

ZrO, CoH, NiH, H20, H2, S£O

C2, C3, CH, CN, CO, CS, NH, NH2, OH, H20 ,

$2, HCN, CH3CN , CO+, C02 +, CH +, H20+, OH+ ,

N2 +, CN+

38



(Larson and Fink 1975). A Fabry-Perot spectrometer has observed

molecules on Jupiter (Tokunaga _ 1981, Drossart et al. 1986).

Our laboratory at Goddard Space Flight Center interacts closely

with observational astronomers so that important infrared

molecular problems can be identified and addressed early. The

correct interpretation of a feature occurring in a planetary

spectrum follows not only from information about the species which

are known to be present, but also from knowledge of possible minor

constituents which have spectra in the region of interest.

Complete interpretation of planetary spectra requires knowledge of

line frequencies and strengths, vibration-rotation constants, and

line broadening coefficients (as functions of temperature).

Laboratory determinations of these parameters must be continually

refined to keep pace with the improving planetary results.

LABORATORY STUDIES RELATED TO PLANETARY OBSERVATIONS

___andC_

Our group has an ongoing program of observations of Jupiter in the

12-micron ethane band using our post-disperser coupled to the FTS

at the Kitt Peak 4-meter telescope. An observed spectrum is

shown in Figure i. Prior to the observations we recorded a low

temperature (140 K) laboratory spectrum of this ethane fundamental

band with the 1-meter FTS located at the McMath telescope at Kitt

Peak. The Jovian and laboratory spectra are compared in the

figure. The features apparent in the Jovian spectrum are due to

12C12CH6. Elsewhere in the spectrum we have observed the RQ o Q-

branch of 13C12CH6, which was not expected to be detectable. The

detection of C-13 ethane, and the overall interpretation of the

ethane spectra were greatly facilitated by the laboratory data.

During the same observations we measured acetylene line

intensities near 755 cm -I at various locations on the Jovian disk,

including the "hot spot" identified by Caldwell et al. (1980).

Our own laboratory spectra of acetylene, recorded with the 1-meter

FTS, are being used to supply line strengths for the analysis of

the Jovian data.

SuppQrt of Heterodyne Observations

Another observing technique which yields very high spectral

resolution on planets is infrared heterodyning with CO 2 lasers.

The Goddard Space Flight Center heterodyne receiver was used to

detect narrow high-altitude emission lines from 12-micron ethane

on Jupiter (Kostiuk et al. 1983). Before the search for this

emission was begun a list was needed of precise frequencies for
ethane transitions in the 12-micron band which would be within 0.i

39



m

i=

UD
z

z

>

JUPIT
Region of Ethane u9

-!
0.01 cm Resolution

4-meter FTS

1985 December
I I

lines tt

Lab C2H6

Telluric C02

i
810.0

I i I
811.0 812.0

WAVENUMBERS (cm -1)

Figure I. A portion of the high resolution FTS spectrum of

ethane in Jupiter compared with a laboratory

spectrum taken at 140 Kelvin (Jennings, 1988).

4O



cm -I of 14CO2 laser lines at various geocentric source velocities,

corresponding to dates on which the observations would take place.

Ethane line intensities were also required to aid in choosing the

strongest candidates for observation. This spectral information

was derived from a combination of diode laser and FTS data for the

12-micron band. Thermal emission features due to the J=16 and 17

doublets, observed in the heterodyne spectra of Jupiter, are

compared with diode laser spectra in Figure 2.

The 12-micron band of ethane is a prime candidate for study in the

outer planets using high resolution instruments such as FTS and

laser heterodyne spectrometers. We have published a laboratory

analysis of this band (Susskind et al. 1982, Daunt et al. 1984).

In that work Fourier transform spectra and diode laser spectra

were combined to produce a complete characterization of the band.

This culminated in a line atlas (Atakan et al, 1983) which is

generally available to atmospheric modelers. Line broadening of

ethane by hydrogen was measured at temperatures from 95 to 300 K

(Halsey et al. 1988).

High Resolution Spectra of Hydrocarbons

Complex hydrocarbons gained a new degree of importance in

planetary physics with the detection by Voyager of propane,

diacetylene and methylacetylene on Titan (Maguire et al. 1981;

Kunde et _i. 1981). These added to the already known planetary

hydrocarbons methane, acetylene, ethylene, and ethane. Because of

the high line density in the infrared spectra of these molecules,

very high spectral resolution is needed to resolve the rotational

structure within bands when performing laboratory studies. It is

important to completely resolve the line structure in these

studies because only in this way can modeling of planetary spectra

be correct in detail. Moreover, weaker hot band features which

contribute to planetary spectra can only be studied by resolving

the stronger main-band structure. High resolution laboratory

spectra is, of course, also needed when individual line parameters

(position, strength, broadening) are to be derived for use in high

resolution observations of planets. We have devised a technique

for double-passing the 1-meter FTS at Kitt Peak to improve its

resolution to 0.0025 cm -I. This was done in a simple manner

(described in section 5.1) which retained the high quality of the

spectra produced by this instrument. Spectra of many

hydrocarbons (methane, methane-d, ethylene, ethane, propane,

acetylene, methylacetylene, allene, and silane) were recorded for

reference purposes, so that band structure and line parameters

could be found when needed. These are supplemented with diode

laser spectra in regions where doppler-limited resolution is

required.

In addition to spectroscopy at mid-IR wavelengths, we have

systematically studied the line intensities and pressure

broadening parameters in the R-branch of 3v 3 of methane near i.I
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micron (Brault _ 1981, Fox and Jennings 1985, Fox et al.

1988). These lines are important in that they can be observed on

the outer planets using ground-based facilities. Broadening by

hydrogen, helium, nitrogen and argon have been measured. We are

new deriving pressure shifts of these lines, easily visible in the

spectra (Fox and Jennings, 1989). This study has recently been

extended to the v3 band at 3 microns.

lemperature Dependence of Line Broadening

A goal of this laboratory program since its beginning has been to

measure the line broadening parameters for planetary molecules as

a function of temperature. This temperature dependence is

especially important in predicting the profiles of molecular bands

in the outer planets where the temperature is well below "room

temeprature." Extrapolating broadening parameters from 300 K

laboratory results to ~150 K planetary conditions can introduce

significant errors.

We have designed and constructed a low temeprature sample cell

(described in section 5.3) which can be operated at any

temperature between 50 and 300 K. We have completed a diode laser

study of line broadening in the 12-micron band of ethane as a

function of temperature (Halsey et _i. 1988), and the results of

this work are shown in Figure 3. The broadening follows a I/T

law, which is a stronger dependence on temperature than was

expected from hard-sphere collision theory. We also regularly use

the 1-meter FTS at Kitt Peak to record temperature dependent

spectra at 0.0025 cm -I resolution. Molecules whose spectra have

been recorded at low temperature so far in our program are

methane, ethylene, ethane, and propane.

Hot Bands of Acetylene and Ethane

One would expect, at the low temepratures of the outer planets,

that hot bands of gases would be absent in observed spectra. Hot

bands arise from lower levels which are above the vibrational

ground state of a molecule. It is now apparent at high

resolution, however, that hot bands do contribute to observed

spectra. In heterodyne spectra of the 12-micron v 9 band of ethane

in Jupiter's stratosphere we found weak features due to (v 9 + v4)-

v4. Drossart et al. (1985) detected (v4 + v5)-v5 and 2vs-v 5 lines

of acetylene near 14 microns in the north "hot spot" region of

Jupiter. Molecules such as ethane and acetylene which have low-

lying vibrational states can have significant populations in these

states even at temperatures around 150 K. Hot band lines are very

sensitive probes of atmospheric temperature in regions of line
formation.

We have now begun identifying and analyzing hot bands in the 12-

micron region of ethane and the 14-micron region of acetylene.

Spectra have been recorded of both gases using the 1-meter FTS at
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Kitt Peak. We set the FTS up in double-pass configuration to give

0.0025 cm -I resolution. The spectra were recorded with a variety

of gas pressures and path lengths. From these spectra we

identified seven hot bands in the v 5 region of acetylene and have

identified the major (v4 + v9)-v4 lines in ethane.

The 13-micron Spectrum of Propane

The 13-micron band of propane was identified by the Voyager 1

infrared spectrometer in the atmosphere of Titan (Maguire et al.

1981). Low resolution spectra were recorded by us for use in

identifying propane in the Voyager spectra, and for deriving a

band strength for the abundance determination.

Because of the complexity of the vibration-rotation structure in

this band, very little laboratory work has been performed at high

spectral resolution. It is important, however, to understand the
detailed line structure in this region, because the band profile

cannot be accurately modeled otherwise, and because the

contributions from hot bands, which vary with temperature, cannot

be predicted.

We have been pursuing an analysis of high resolution spectra of

the 13-micron v21 band of propane in our laboratory. An

assymetric-rotor analysis of this band has produced preliminary

rotation-vibration constants. These have been made available to

the Voyager IRIS team. The analysis is based on high resolution

FTS data (0.0025 cm -I) recorded at Kitt Peak at both room

temperature and 175 K (see Figure 4), as well as diode laser

spectra. Diode laser spectra have also been used to measure

pressure broadening of lines in the 13-micron band due to H2, N2,

andHe (Figure 5).

INSTRUMENTATION

We use two types of spectrometers to perform high resolution

spectroscopy. The 1-meter Fourier transform spectrometer of the

National Solar Observatory at Kitt Peak is used to provide up to

0.0025 cm -i resolution in the 1-20 micron range. A tunable diode

laser spectrometer provides -10 -4 cm -i resolution in the regions

where the structure is not sufficiently resolved by the FTS.

Fourier Transform Spectroscopy

The high resolution FTS used in this work is operated by the

National Solar Observatory and is a facility instrument at the

McMath Solar Telescope at Kitt Peak. This 1-meter path difference

interferometer can be operated in the single-sided interferogram

mode with a resolution 0.005 cm -I The spectral coverage with

several beamsplitters is from the ultraviolet to 20 microns
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PROPANE at 175 and 296 Kelvin
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Figure 4. Comparison of the Q-branch region in the 13-micron band of
propane at room temperature and at 175 K.
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Figure 5. Plots of the foreign-gas broadening widths (HWHM)

as functions of pressure for propane broadened by

hydrogen, nitrogen, and helium (Nadler and Jennings

1989).
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wavelength. Absolute calibration accuracy throughout this range

exceeds 10 -4 cm -I. A variety of auxiliary equipment is available

for laboratory spectroscopy using this instrument, including a 6-

meter multiple traversal sample cell adjustable to 434 meters

path.

The technique for double-passing the 1-meter FTS at Kitt Peak

(Jennings, _ 1985) is described by Figure 6. In conventional

operation the instrument uses separated beamsplitter and

recombiner, accepting radiation from two input ports and sending

it to two output ports. The second input is not normally used for

laboratory work with this instrument. To double the optical

retardation of the instrument we place two mirrors and a

compensator in the beams before the recombiner. These mirrors
return the beams through the cat's-eyes to the beamsplitter and

the modulated signal is detected at the second input. When

single-sided interferograms are run the maximum optical

retardation is 2 meters, yielding 0.0025 cm -I resolution.

Diode Laser Spectroscopy

A schematic of the GSFC tunable diode laser spectrometer is shown

in Figure 7. Th figure is taken from detailed desciptions of the

spectrometer which have appeared in the literature (Jennings 1980,

1988). The instrument uses diode lasers manufactured by Laser

Analytics which are mounted in a closed-cycle mechanical helium

refrigerator. Coarse tuning of the laser frequency is

accomplished by adjusting the refrigerator temperature in the

range 9-80 K. The laser frequency is fine-tuned by sweeping the

injection current. Devices have been invented in this laboratory

for stabilizing the output frequency of diode lasers operated on

methanical refrigerators (Jennings and Hillman 1977a,b) .

The spectrometer is dual-beam, permitting sample spectra to be

recorded simultaneously with either reference spectra or

calibration etalon fringes. The optical beam is divided between

two paths with either a rotating mirror chopper or wedged

beamsplitter. Each path can accommodate a one-meter long

absorption cell or combinations of etalons and cells. A multiple-

traversal cell (up to 140 meters) can be inserted into one of the

beam paths before the detector. The other beam is passed through

an etalon to generate calibration fringes. Confocal etalons are

used for calibrating the diode spectra; a 50 cm etalon produces

fringes with 0.005 cm -I spacing and 0.0001 cm -I widths (Jennings

1984).

Data acquisition and recording is done using signal averaging.

The diode laser is modulated at about 50 Hz and successive sweeps

are averaged. The two detector signals are accumulated

separately. For strong laser outputs the signal-to-noise can

approach 104 after 30 seconds of accumulation. The advantage of

signal averaging in this manner is that the diode mount
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FTS Optical Schematic

Cat's Eyq

CO2
A1, '= 0.005 cm -1

A.) Dual-Beam Configuration
• I ,. _ I • 1

1073.2 .3 .4

(Wavenumbers {cm -1)

B.) Double-Pass Configuration

VA-v

CO=
A])= 0.0025 cm -1

• ! • ! •

1073.2 .3 .4

Wavenumbers {cm -_)

Fi gure 6. Single-pass (A) and double-pass (B) configurations of the
I-meter FTS at Kitt Peak (Jennings etal. 1985).
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temperature reaches equilibrium with the average laser current and

does not change during a scan. Temperature dependent variation of

frequency sweep rate and laser output structure are thereby

eliminated. Moreover, calibration fringe spacings in the spectrum

do not vary. This eliminates a common source of calibration

error.

We use deconvolution as a method for improving measurements of

line positions and intensities when the Doppler linewidth causes

blending in diode laser spectra (Halsey et al. 1985). In this

manner were are able to remove the Doppler, Lorentz, and laser

linewidths, making blended structure more visible. The final

linewidth is less than 0.0003 cm -I.

Temperature-Variable Sam_!@ Cell

We have constructed a low-temperature absorption cell which can be

operated anywhere between 300 and 50 Kelvin. In this design a

closed-cycle helium refrigerator is connected directly to a 30-cm

long straight-path cell which is mounted inside a vacuum chamber.

With ZnSe windows the cell can be used anywhere in the 0.6 to 20

micron range. The cell is described in detail by Halsey et al,

(1988) and Jennings (1988). Figure 4 shows a portion of the Q-

branch region in the 14-micron band of propane recorded at room

temperature and at 175 K. Note the elimination of many lines at

low temperature, simplifying the line structure.
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ABSTRACT

Combining broadband FTS data from the McMath facility at NSO and from NRC

in Ottawa and narrow band TDL data from our laboratories with novel

computational physics techniques has produced a broad range of results for the

study of planetary atmospheres.

Motivation for our effort flows from the Voyager/IRIS observations and

the needs of Voyager analysis for laboratory results. In addition,

anticipation of the Cassini mission adds incentive to pursue studies of

observed and potentially observable constituents planetary atmospheres.

Current studies include cyanoacetylene, acetylene, propane, and ethane.

Particular attention is devoted to cyanoacetylene (H3CN) which is observed in

the atmosphere of Titan. The results of a high resolution infrared
-i

laboratory study of the line positions of the 663, 449, and 222.5 cm

fundamental bands are presented. Line positions, reproducible to better than

5 MHz for the first two bands, are available for infrared astrophysical

searches. Intensity and broadening studies are in progress.

Acetylene is a nearly ubiquitous atmospheric constituent of the outer

planets and Titan due to the nature of methane photochemistry. Results of

ambient temperature absolute intensity measurements are presented for the
-i

fundamental and two two-quantum hotband in the 730 cm region. Low

temperature hotband intensity and linewidth measurements are planned.

CYANOACETYLENE

The infrared spectra of two of the bending fundamentals of HC3N have been

observed by Voyager/IRIS in the atmosphere of Titan. The results of a high

resolution infrared laboratory study of the v5, v6, and v7 fundamental bands
I

are presented. A complimentary study of v5 and v6 is in progress at Orsay.

Fourier transform spectra were recorded at the Herzberg Institute for

Astrophysics in Ottawa on a Bomem DA.003 interferometer. The v5 and v6
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bending fundamentals were recorded at 0.004cm -I while u 7 was recorded at

somewhat lower resolution. Rotational structure has been assigned for J

values up to 78. Ground state constants from a global analysis are in

excellent agreement with those derived from microwave data. 2 Upper state

constants, including _ - doubling parameters are obtained. Analysis results,

retrieved using the statistically controlled regression system described

below, are presented in Tables I-III. Line positions reproducible to better

-I

than 0.2 xl0-_cm (-5MHz) for w 5 and w 6 should facilitate infrared

astrophysical searches. The positions for v 7 are estimated to be good to 0.7

x 10-4cm -I

Improved spectra for the long wavelength region have been acquired and

are being prepared for analysis. Upon completion of the analysis of the new

data, generation of a spectral atlas including line lists is planned.

ACETYLENE

Understanding of acetylene spectral features observed in the laboratory

with high-resolution is a prerequisite for quantitative analyses of acetylene

spectra in the planetary atmospheres of Titan, Saturn, and Jupiter. Line-

12

intensity measurements on C2H 2 near 13.7#m were made using a swept-

frequency tunable diode-laser spectrometer _'4 with resolution of 0.0005 cm-_.

Vibrational band intensities S o at 300K which were determined from the line-
V

-2 -I

intensity measurements are 560(17) cm atm for the _,5-fundamental band of
-2 -1 e,

12C2H2 ' 13.5(3) cm atm for the(v4+u5)°--u 4 "f hotband of I_C2H2, and
-2 -I

13.8(1) cm atm for the(v4+_,5)°+-u4 hotband of 12C2H 2.

Neglecting the rotation-vibration interaction, the intensity of an

individual transition Sj can be directly related to the (vibrational) band
0 5.6

intensity S as
V

Sj = Sv°[gjexp(-BJ(J+l)hc/kT)/Qr] "[l-exp(-uohC/kT)] ×

x A(J,AJ,2,A2 ), (l)

where w
O

7

factor.

is the band-center frequency and A(J,AJ,2,A2) is the Honl-London
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TABLE 1"][

RESULTS FROM THE ANALYSIS OF THE V: BAND OF
CYANOACETYLENE a

Vo

Bo

a B

Do

BJ

q

qj

INFRARED

498.953 37 (90)

0.151 740 21 (1 45)

-3.085 84 (59) x 10 -4

1.810 2 (29 4) x 10 "a

-2.954 (174) x 10 -1°

1.195 6 (10 0) x 10 -4

2.69 (87) x 10 -11

MICROWAVE b

[498.953 66 (1 17)] zR.c

0.151 740 238 (39)

-3.087 55 (65) x 10 -4

1.811 6 (4 5) x 10 -a

-3.796 (800) x 10 "1°

1.194 45 (18) x 10 -6

0.0 d

N/N o = 162/166

o' = 2.35 x 10 -4 cm "1

aAll parameters in units of cm :1. Values in parentheses are error
estimates of 3a.

bYamada and Creswell, J. Mol. Spectrosc. 11__66,384 (1986).

:Yamada and Bfirger, Z. Naturforsch. 41a, 1021 (1986).
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Equation (I) can be used as a linear least squares model for band

intensity retrieval using observed line strengths as data, Incorporation of a

Herman-Wallis term is particularily simple using this technique. The results

below were obtained using this model and are thus least squares estimators of

the band intensies.

We used direct width measurements and peak transmittance results for

intensity retrieval. The results were verified in a number of cases by direct

fitting of a Voigt profile to the observed data. In addition,the equivalent

width method "'9 was applied to several transitions to check the peak

transmittance results. The two methods were consistent to better than 4%.

Table IV presents the equivalent width/peak transmittance comparison. Table V

presents present results for acetylene intensities in the 14#m region.

Table IV. Selected line-intenslties from v5 determined using the method of

equivalent widths. The parameter a is the dimensionless Voigt parameter

defined as a-(bL/bD)Jln2. For the Lorentz width bL the following average

self-broadening coefficient VL retrieved by P. Varanasi, L.P. Giver and F.P.J.

Valero, JQSRT 30, 497(1983a) is assumed: 7L-0.15cm-I/atm. Measurements were

carried out at 298K. The averaged line-intensities derived from equivalent

width measurements are listed in the sixth column (EQ), and those derived

from the peak transmittance determinations (PT) are presented in the

last column for comparison,

Line

Identi-

fication

Q(1)(3)t

Q(1)(6)t

[mtorr]

71.3

58.5

48.7

39.3

29.2

96.0

82.5

69.5

55.5

45.8

[cm]

2.54

2,54

a

[10 .2 ]

1.325

1.087

0.905

0.730

0.542

1.784

1.533

1.292

1.031

0.851

W

equ .wdth

-3 -I

[i0 cm

2.120

1.900

1.668

1.438

1.172

i. 768

1.588

1.393

1.172

I .019

] cm

Sj

-2
atm

15.805

15.876

15.449

15.356

15.620

8.516

8.408

8.265

8.196

8.330

Sj
avg.

_EW)
cm atm

15.62

±0.22

8.343

±0.125

Sj
avg.

(PT)
=2 -I

cm atm

15.74

±0.117

7.896

±0.082
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Table V. Comparison of acetylene vibrational band intensities with

previous results in P. Varanasi, L.P. Giver and F.P.J. Valero, JQSRT
O

30, 497(1983a). Sv for This Work is stated for natural abundance
samples at 30OK.

Band

Identification

v5- fundamental

O- o,f

(v4+v 5) -v4

(va+v 5 )o- _v4,

Band Freq.

O

[cm -I ]

730.33

727.68

715.20

Varanasi

et al

(0)
S
V

[cm-2atm -I ]

588

18.7

17.7

This Work

(o)
S

V

-2 -1

[cm arm ]

560. + 17

13.5 +_ 0.3

13.8 + 0.i

Figure 1 displays an intensity contour based on the retrieved intensity from

our v. observations. Figure 2 indicates the need for inclusion of a Herman-

Walli_ term in the band intensity model for the hotbands. For both of the

(v +v )-v _5 4 hotbands a short-fall of about 50% in observed intensity is
indicated. This result agrees with a preliminary analysis by Halsey I° of KPNO

FTS data observed at 0.0025cm -_ resolution. _ In his study a 50% smaller band

intensity was observed for all seven two quantum number hotbands involved in

the transitions v,+vr-v_ and 2v5-v 5 in the 13.7_m region in addition to
4 9

observed J dependence due to rotation-vibration interaction. Current

investigation of other hotband transitions seem to support these observations.

Further measurements are indicated and are in progress.

COMPUTATIONAL TECHNIQUES

A number of novel computational techniques have been developed to enhance

the retrieval of useful information from spectral data. Our approach is to

attempt to obtain maximum information from the data at hand. Compared to time

on one of a kind facilities, computer machine cycles are very inexpensive.

The multiple regression system in use has evolved over a twenty year

period._2 The most valuable aspects of this least squares system, apart from its

stepwise nature, are the use of bi-weights 13 and a Komolgrov-Smirnov _4

statistical test as a termination indicator. The analysis system uses a

version of the stepwise regression analysis system used in Linet el. and

Daunt er al.16 Modified bi-weights are used beginning with a width

of 6 standard deviations, reducing that width by 80% when the variance

stabilizes in the iterative regression-weight correction process. At each
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step, an iterative Komolgrov-Smirnov (K-S) test 14 is performed on the

residuals against a model normal distribution with a variance approximating

the expected variance in the data. The iterations in the K-S sequence involve

varying the expected variance of the model distribution in order to find the

maximum probability that the weighted residuals are drawn from a normal

distribution. When a maximum probability is achieved in the bi-weighting

iterations, the process is terminated and the maximum probability results

retrieved. The maximum probability is often above 90%. This system was used

to retrieve intensities, analyze the cyanoacetylene data and to recover lower

state rotational constants from the KPNO acetylene data in collaboration with

_7

J. J. Hillman et al.

Other novel techniques have been developed and include automatic (two

dimensional spline interpolation) strength retrieval using equivalent widths.

Accidental resonance analysis systems using Hellman-Feynman derivative

generation in the iterative non-linear least squares analysis system have also

been developed. This system is being used to analyze the v9+v4-v 4 hotband of

ethane and the two and three quantum hotband data for the 14 #m acetylene

data. In both of these cases the data was obtained at KPNO by Donald E.

Jennings, et al.
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ABSTRACT

It has been suggested I that (C02) 2 and Ar-CO 2 are important

constituents of the planetary atmospheres of Venus and Mars. Here, we

present recent results on the laboratory spectroscopy of CO2-containing van

der Waals complexes which may be of use in the modeling of the spectra of

planetary atmospheres. Sub-Doppler infrared spectra have been obtained for

(CO2)2, (CO2)3, and rare-gas-CO 2 complexes in the vicinity of the CO 2 Fermi

diad (Vl+V3, 2_2+_3) at 2.7 #m using a color-center-laser optothermal

spectrometer. From the spectroscopic constants the geometries of the

complexes have been determined and van der Waals vibrational frequencies have

been estimated. The equilibrium configurations are C2h , C3h, and C2v , for

(CO2)2, (CO2)3, and the rare-gas-CO 2 complexes, respectively. Most of the

homogenous linewidths for the rovibrational transitions range from 0.5 to 22

MHz, indicating that predissociation is as much as four orders of magnitude

faster than radiative processes for vibrational relaxation in these

complexes.

INTRODUCTION

The spectral observation 2 of (H2) 2 in the atmosphere of Jupiter

indicates the presence of weakly bound complexes in planetary atmospheres.

Those results led Fox and Kim I to estimate the role that other van der Waals

complexes play in the spectra of planetary atmospheres. The complexes of

(CO2) 2 and Ar-CO 2 were considered due to the large abundances of CO 2 in the

atmospheres of Venus and Mars. Attempts were made to model the contributions

of (CO2) 2 and Ar-CO 2 to the spectra of these planets. A realistic simulation

of these spectra, though, requires a substantial amount of information,
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including geometries, binding energies, spectroscopic constants, and
transition momentsfor the complexes, which were not knownor only

incorrectly known at the time. Accurate spectroscopic data are now becoming
available for a number of van der Waals complexes through laboratory

measurementsof rotationally resolved spectra of these complexes. The

complexes are typically produced in adiabatic expansions of suitable gas
mixtures and then studied using high-sensitivity microwave and infrared

spectroscopy.
Here, we will discuss sub-Doppler infrared spectra that have been

obtained for (CO2)23, (CO2)34, and rare-gas-CO25 complexes using a single-

modecolor-center laser. A molecular beamof the appropriate complex is

formed by seeding a few percent of CO2 in He or Ar/He and expanding the gas

through a pinhole nozzle into a vacuumchamber. The molecular beamenergy is

monitored using a liquid-He cooled bolometer. Betweenthe nozzle and

bolometer, the laser beamis multiply crossed through the molecular beam.
The laser excites a vibration in the complex correlating to the Vl+V3/2v20+w3

Fermi diad in CO 2. In transit to the bolometer (i.e. in less than -1 ms) the

vibrationally excited complex predissociates, leading to a loss of energy

detected by the bolometer. In this way a spectrum is recorded by monitoring

the bolometer response as a function of laser frequency.

(C02)2

The infrared spectra of the two Fermi diad bands of (CO2) 2 were

recorded near 3611.5 and 3713.9 cm -I, with band origins red shifted by - 1

cm -I from the monomer origins. The observed nuclear-spin statistical weights

and inertial defect are interpreted in terms of a planar C2h complex [see

Fig. i], in disagreement with previous low resolution infrared results. The

nearest neighbor C---O distance is nearly identical to that found in the CO 2

crystal. A centrifugal distortion analysis yields weak bond stretching and

symmetric bending frequencies of 32(2) and 90(i) cm -I, respectively. The

measured transition linewidths of ~ 2 MHz give an estimate for the

predissociation broadening.

(C02)3
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The observed spectrum for (CO2) 3 is shown in Fig. 2. Only the lower

frequency Fermi diad band was observed, blue shifted by - i cm -I from the

monomer origin. A symmetric top spectrum is seen, with statistical weights

depending only on K and a near zero inertial defect, giving a planar C3h

structure for the complex [see Fig. I]. The C--C separation of 4.0382 A is

larger than the 3.599 A value found in the dimer.

Ne-CO2, Ar-CO2, AND Kr-CO 2

Infrared spectra of the C2v 6 Ne-, Ar-, and Kr-CO 2 have been recorded

for both Fermi-diad bands of the complex. The band origins for the Ar and Kr

complexes are red shifted from that of free CO 2 by I-2 cm -I, while for Ne-CO 2

they are blue shifted by - 0.2 cm -I The predissociation linewidths range

from 0.5 to _ 5 MHz except for the upper Fermi-diad band of Ne-CO2, which

shows a broad width of - 22 MHz arising from near resonant predissociation of

Ne-CO2(vl+v3) _ Ne + CO2(2v2+v3).

CONCLUSION

Here, we have summarized spectral results that have been obtained for

weakly bound complexes of CO 2. The present data provide valuable information

on the spectroscopy and dynamics of these species which should be useful for

modeling their spectra in planetary atmospheres.
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LABORATORY MEASUREMENTS AND MODELING OF MICROWAVE ABSORPTION BY AMMONIA
IN GAS MIXTURES APPLICABLE TO GIANT PLANET ATMOSPHERES

T.R. SPILKER

Stanford Center for Radar Astronomy, SEL Durand Bldg., Stanford, CA 94305-4055

Accurate knowledge of the microwave absorption behavior of ammonia is critical to the correct interpretation of

radio astronomical and radio occultation data from the giant planets. Despite over 50 years of study, however, the

microwave spectrum of ammonia has been a problem child in microwave spectroscopy, defying accurate characteri-

zation by a single general theory. Van Vleck-Weisskopf (VVW) theoryl does well at pressures below about half a

bar in a Jovian mixture but errs by as much as a factor of two at higher pressures2. A quantum mechanical treat-

ment of the problem by Ben-Reuven3 produced a formalism that worked well for pure gaseous ammonia but fared

less well in mixtures4,5. Empirical modifications to the original Ben-Reuven formalism by Wrixon et al.2 and

Berge and Gulkis 6 improved its performance for mixtures resembling the atmospheres of giant planets, but newer

data point to errors in their predictions that are considerably larger than the errors in radio occultation data.

New cavity resonator techniques developed at the Stanford Center for Radar Astronomy have allowed accurate

laboratory measurements of the microwave absorptivity and refractivity spectra of gas mixtures containing trace

amounts of ammonia in foreign gases, including hydrogen, helium, and a Jovian mixture of hydrogen and helium,

over the entire range of temperatures, pressures, and frequencies currently available to our resonator-based spectro-

meter:. 210 to 320 K, 1 to 8 atmospheres total pressure, and 9 to 18 GHz. The data point out sizable ranges of

conditions where neither VVW nor modified Ben-Reuven formalisms yield accurate predictions, and strongly sug-

gest that temperature dependences expressed in those formalisms are incorrect. They also indicate that the pressure

range near one atmosphere (total pressure) involves fundamental change in the microwave absorption behavior of

gaseous ammonia.

A parameterized version of the modified Ben-Reuven formalism of Berge and Gulkis 6 was optimized to fit the

new data and that of other researchers7,8. Like other ammonia absorptivity prediction schemes this formalism is a

summation of absorptivity contributions from individual inversion lines:

o_(fo) -- C ,_.,,__,A(J, K, m) F(J, K, m, fa) ,
J K

(1)

where (x(fo) is the absorption coefficient at frequency fo, J and K are the rotational quantum numbers specifying

individual absorption lines, A(J, X, m) and F(J, K, m, to) are the line intensity and shape factors, respectively, and

C is an empirical correction factor used by Berge and Gulkis to force a fit to the high pressure laboratory data of

Morris and Parsons 7. The vector m is a vector of the macroscopic conditions (i.e' temperature and the partial pres-

sures of ammonia and all pertinent foreign gases in the mixture). In the Ben-Reuven line shape factor of Equation 1

these conditions are manifested in three parameters internal to F: 7, _, and 8. In the context of a Jovian mixture at
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moderatepressurestheline shift parameter 5 is insignificant 2 and is not treated in this analysis. The other param-

eters are the line broadening parameter 7 and the coupling element 4.

Using a mix of theoretical results and empirical data Berge and Gulkis give equations for 7and _ of the forms:

2 2

/300_ _" _ 1300__" __ (300_
7(d,K,m) = _H=_-'_'-)PH2+ LiHe_'T---)PHe+LiNHa/"'_-)70(J,K)PNH3 GHz, (2)

2 2

.., 1300\3",., _ /300_3"_ __ /300'1
_(J,K, m) = Z..HzlT ] I"H=,+ Z.He/T ) t"He+ ZNHs_--_---]Y0(J,K) PNH3 GHz. (3)

In these equations T is temperature in Kelvins, 7o(J, K) is the self-broadened line width in MHrdtorr, Pi is the par-

tial pressure of the gas species i, and Gi and Zi are scaling coefficients for species i. In accord with the predictions

of Ben-Reuven theory Berge and Gulkis used constants for the scaling coefficients: GH2 = 2.318, GHo -- 0.79,

GNH3 -- 0.75, ZH2 = 1.92, ZHe = 0.3, ZNH3 = 0.49; these worked well with the Morris and Parsons data, taken at

a single frequency and temperature. Data from this work, however, taken over a range of temperatures and at lower

pressures, suggested these coefficient values may not be usable for all temperatures and pressures, an indication that

the temperature and pressure dependences expressed in Equations 2 and 3 are not completely correct. The parameter-

ized version of the formalism substituted free parameters for these coefficients and the Berge and Gulkis correction

factor C, which is essentially unity for total pressures less than about 100 atmospheres. An optimization routine

was implemented that would read the measured absorption spectrum of a specific gas mixture at a constant temper-

ature and pressure, and adjust the values of the parameters to best fit those data. The design of the data set allowed

separation of the seven-parameter optimization problem into three much simpler three-parameter problems.

Results of optimizations on data at varying temperatures and pressures allowed (in most cases) characterization

of the variation of the parameters with temperature and pressure. Notably, as pressure decreased to one atmosphere

the best-fit value of GH2 decreased significantly (to about a tenth the high pressure value) while the value of ZH 2

more than doubled. As temperature decreased, the value of O also decreased, suggesting the temperature dependence

of the Ben-Reuven intensity factor A (identical to the VVW intensity factor) is incorrect. Empirical expressions

were derived for the variations of the parameters with macroscopic conditions. Incorporating these expressions into

the formalism produced a new formalism that quite accurately fit the data.

Pure gaseous ammonia data by Bleaney and Loubser8 yielded the values GNH3 = 0.74 and ZNH3 -- 0.50, inde-

pendent of pressure and in close agreement with Berge and Gulkis' values. Precise details of the pressure dependen-

ces of GHe and ZHe at the lowest pressures could not be characterized from the data of this work, but approximate

temperature dependences were derived. Fortunately, like GNH3 and 7NH 3, these coefficients are relatively insignifi-

cant to the ultimate accuracy of the formalism. The critical coefficients are GH2 and ZH2, for which more accurate

characterizations could be made. An expression yielding Gtt2 directly from macroscopic conditions was derived, but
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findinganaccurate expression for ZH2 was not possible with available data. However it was found that there was a

close relation between GH2 and ZH2, such that ZH2 could be calculated from the value of GH2. The hydrogen

broadening coefficient is given by:

2.157 e -T/116.8 ]GH= 2.34 1 - (e(g.022.T/20,31_1+Ptot)r , where r = 8.79e "T/83
(4)

with Ptot the total pressure in atmospheres; the value of ZH2 is then calculated from GH2:

ZH= 5.7465 - 7.7644GH2 + 9.1931G 2 3 G4= H:, " 5.6816 GH= + 1.2307 H= • (5)

The expressions for the helium term coefficients are:

GHe = 0.46+3T0 ,
T

ZHe = 0.28- 175--'--0 (6)

For Ptot less than about 10 bars, C is given by:

T T 2
C = -0.33664 + 110.'---4-" 70,600 (7)

The new formalism produced by this method predicts ammonia absorptivity much more accurately than pre-

vious formalisms over a significant range of conditions. Figure 1 compares the predictions of three formalisms,

Van Vleck-Weisskopf, Berge and Gulkis' Ben-Reuven, and the new formalism of this work, to laboratory data not

used in generating the new formalism. Other laboratory data by Joiner et al.9, and Steffes and Jenkins 10, indicate

that it is accurate over a frequency range of at least 2 GHz (and possibly much lower) to 40 GHz. Figure 2 is a

temperature-pressure diagram showing the relationship of the conditions represented in the data to the conditions

observed in the atmospheres of the giant planets by Voyager spacecraft radio occultation experiments. The data are

directly applicable to Jupiter at pressures greater than two bars, and to Saturn at pressures greater than about five

bars. The Uranian and Neptunian atmospheres require extrapolation at all levels.

Due to the behavior of the expressions for GH2 and ZH2, extrapolating this formalism to total pressures less

than one bar is not possible. As has been done previously2 a VVW formalism may be used for the lower pressures,

although this will produce a discontinuity at one bar. One matching technique which would eliminate the discon-

tinuity would involve using VVW below half a bar, where it is most accurate; linear interpolation (or a higher-

order interpolation scheme) would be used between the VVW value at half a bar and the new formalism's value at

one bar. Extrapolation in temperature more than 30 to 40 K beyond the data is considered risky, especially given
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Figure 1: Predictions of the new formalism compared with laboratory data. Data in the upper graph were taken as

part of this work but were not used in generating the formalism. Although the Berge and Gulkis formalism is rea-
sonably accurate at this temperature its predicted frequency dependence is incorrect. Data in the lower graph are from
Joiner et al.9, and cover a frequency range considerably different from the data used in this work. These and other
data indicate the new formalism is accurate over a frequency range of at least 2 to 40 GHz.
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Saturn, and Uranus at the bottom of the graph are extrapolations based on work by Lewis and Prinnl 1 The crosses
represent data from this work; data from Joiner et al. 9, and Steffes and Jenkins 10 are marked with an "x."

the polynomial character of the expression for C, Equation 7. The data do indicate that the temperature dependence

of the intensity factor is incorrect, such that absorptivities predicted by previous formalisms will be too high at low

temperatures. Since this intensity factor is also used in VVW theory it may be necessary to use a modified VVW

formalism in the matching scheme previously suggested.
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OF LINE BROADENING AND INTENSITY PARAMETERS: PH3,

CH3D AND CO2
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*NASA-Ames Research Center, Moffett Field, CA 94035-1000

**Laboratoire d'Infrarouge, Universite de Paris-sud, Bat. 350

91405 Orsay, France

ABSTRACT

We review our recent unpublished laboratory work on

rovibrational line strengths and broadening coefficients which is of

interest in the study of planetary atmospheres. The molecules

discussed are PH3, CH3D and CO2.

Introduction

High spectral resolution infrared rovibrational observational

astronomy is a powerful tool for understanding the compositional

and dynamical structures of planetary atmospheres. At NASA Ames

we are engaged in the measurement of line intensity and broadening

coefficients (and their temperature dependence) which are required

for the proper interpretation of such astronomical observations.

Line broadening coefficients are dependent on the dynamics of

molecular collisions and therefore are temperature dependent.

Accordingly we have made some of our measurements down to

temperatures as low as 80K with specially constructed absorption
cells. On the other hand line intensities, aside from the Boltzmann

factor, are independent of temperature. Nevertheless we have

measured line intensities at low temperatures because in some cases

the very complex structure of the spectra of overlapping lines at

room temperature is greatly simplified at the lower temperatures

and becomes, therefore, more amenable to analysis. To date we have

made broadening measurements with self-, He-, and N2- collision

partners.

The spectra we analyze are recorded with a BOMEM Model

DA3.002 Fourier transform spectrometer, and the absorption cell we

Used was internally coated with evapOrated gold and cooled with an

Air Products Cryotip. The spectral intensity and broadening

parameters were obtained via non-linear least-squares fits (of the

spectra) where{n-small corrections were applied to the theoretical

instrumental resolution.
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In the 5 ixm spectral region PH3 and CH3D spectra overlap and
accurate line intensities and broadening coefficients are needed to
obtain column densities for either species. PH3 spectra have been
obtained between 137 and 294 K in the 2000-2500 cm1 spectral
region. Fig. 1 shows a portion of a strongly absorbing region of PH3's
spectrum under self-broadening conditions with a path length of
0.21 cm. So far self- and He-broadening coefficients have been
measured. Fig. 2. shows a typical result where the line broadening
parameter for a particular phospine line at 2250.107 cm-1 is plotted
versus pressure. To date, 212 line intensities recorded at room
temperature have been analyzed with programs (G. Tarrago, paper in
preparation) worked out for the frequency and intensity treatment
of the pentad, 2v 2, 1,,2 + 1)4, 2v4, v 1, v 3. The two dipole moment

derivatives relative to the normal co-ordinates, Q1 and Q3, plus three

Herman-Wallis type elements of the dipole moment matrix

contribute significantly to the fit, and allow the measured intensities

to be reproduced to about 5%. Preliminary values, derived for the

band strengths $1 and $3, confirm the ratio of 0.28 previously

determined 1 for S1/S3, but lead to an overall strength SI + $3 about

10 per-cent higher than the value measured by van Straten. 2 The

transition moments for the Vl and v3 bands are respectively, <tXl> =

0.0712(23) D and <Ix3> = 0.1351(14) D.

CH3 

The v2 rovibrational band of CH3D, which is observed in the

outer planets is important for understanding the formation of the

solar system as well as determining the D to H ratio important in

cosmological theories.

At room temperature the Q branch of this band is complicated

enough so that even Doppler limited resolution is not sufficient to

provide a definitive analysis of the intensities. To circumvent this

problem we have" made intensity measurements at temperatures

down to 80 K with an unapodized instrumental resolution of about

0.0045 cm -1. Figs. 3. and 4. show the evolution of the Q branch with

temperature. The resulting rotationless transition moment obtained

from the Q branch is compared to that obtained from the P and R

branches and work is in progress to understand a global interaction

with the v6 band. In addition we have determined the low
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temperature broadening parameters with N2 for this band as well as
He- and self-broadening coefficients at room temperature.

A careful study has been made of the temperature dependence
of the self-broadening coefficient, 3 y, of CO2 in the parallel band

centered at 4978 cm -1 In the temperature range 165 to 300 K the

average value of the temperature exponent (for J in the range 6 to
32) is n = 0.745 +- 7%. Here n is defined via the equation y(T) =

y(To)(To/T) n, where To is some reference temperature.
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IMPORTANCE IN PLANETARY ATMOSPHERES
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ABSTRACT

The Fourier-transform Fabry-Perot pulsed-molecular-beam microwave

spectrometer at NIST has been used to study the microwave spectra of a number

of molecular dimers and trimers that may be present in planetary atmospheres.

The weak van der Waals bonds associated with these species usually give rise to

rotational-tunneling splittings in the microwave spectra. We have used the

microwave spectrum of the water dimer species to illustrate the complications

that can arise in the study of the rotational spectra of these loosely bound

species. In addition to the water dimer species, the microwave spectra of the

following hydrogen-bonded and van der Waals complexes have been studied:

(CO2)2.H20 , CO2-(H20)2 , C02.H2S , N2.H20 , CO.H20 , SO2.H20 , and O3.H20.

INTRODUCTION

In a recent paper Jennings I summarizes the major and minor molecular

species present in planetary and lunar atmospheres. The most abundant species

are CO2, N2, H2, and CH4, with more than 50 other molecular species being

present in smaller amounts. Fox and Kim 2 have recently attributed some

previously unassigned infrared features in the atmosphere of Titan as arising

from the H2.N 2 van der Waals complex.

Due to the complexity of the spectra caused by internal motions found in

most van der Waals and hydrogen bonded complexes and our inability to predict

?8



the structures of these species a oriori, a thorough understanding of the

rotational spectra of such complexes is usually a prerequisite to the

understanding of their far-infrared and near infrared spectra. Over the past

five years at NIST we have developed a broad program aimed at the study of

numerous van der Waals and hydrogen bonded molecular species. Many of the

species we have analyzed could be important contributors to the infrared

spectra of planetary atmospheres. The analysis of the rotational spectra of

these species provides firm ground work for attempts at understanding their

far-infrared and near infrared spectral features.

EXPERIMENTAL

a. Instrumentation, A pulsed-molecular-beam Fabry-Perot cavity Fourier-

transform microwave spectrometer has been used to study the species described

in this paper. A molecular beam of the species of interest is formed by

pulsing a I% mixture of the species in an inert carrier gas (Ne or Ar) through

a pulsed solenoid valve. When the molecular beam pulse reaches the center of

the Fabry-Perot microwave cavity, a _/2 microwave pulse of several

microseconds duration is applied to the microwave cavity. This produces

Fourier components of the microwave radiation over a bandwidth of -i MHz around

the center frequency. If any of the molecular species in the beam have a

rotational transition within this 1MHz window, they are coherently excited by

the microwave radiation. The resulting free-induction decay signal emanating

from the microwave cavity is detected using a super heterodyne receiver. This

detected signal is digitized at 0.5 _sec intervals for 512 points. Generally

the digitized signals are averaged over hundreds or even thousands of microwave

pulses. Once this average is obtained, it is Fourier transformed to give the
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power spectrum. The linewidths attainable with this instrument are typically

<20 kHz and frequency measurementsare considered accurate to 4 kHz which is

the resolution element corresponding to the digitization channel width.

Further details of the construction and operation of the spectrometer are

provided in Ref. 3-5. Details pertaining to the chemistry and spectral fea-

tures of the species studied can be found in the papers referenced in Table I.

=

|

b, Water Dimer $_ectrum, Over the past decade there has been substantial

interest in the microwave and infrared spectroscopy of (H20) 2. The early work

of Dyke and co-workers 6 provided the first preliminary analysis of the

rotational spectrum in 1980. Since then much additional work has been carried

out in the microwave, far-lnfrared, and infrared spectral regions. The history

of the spectroscopy of (H20) 2 has been recently reviewed by Fraser, Suenram and

Coudert 7. The group theory necessary to describe the rotational spectrum of

(H20)2 has been given by Coudert and Hougen 8. Briefly, the rotational energy

levels are first split by a tunneling motion involving a C 2 rotation of the

acceptor H20 molecule in the complex. This splitting is quite large (230 GHz

for the K_I=0 levels) and as yet not well determined. These two levels are

then further split (22.55437 GHz for the AI/B 1K_I=0 levels) by an exchange

motion of the two H20 subunits in the complex as they interchange their proton

donor-acceptor roles within the complex. The energy level diagram is shown

schematically in Figure I. The rotational analysis provided by Fraser, Suenram

and Coudert 7 has greatly aided the far-infrared and near infrared analysis of

the (H20) 2 spectrum 9'I0

c. Other Molecular S_ecies. In general, the rotational spectra of the

additional species mentioned in the abstract are not as complicated as the
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Table I. Structural Summaries and Electric Dipole Moments for

Weakly Bound Molecular Complexes of Interest in

Planetary Atmospheres.

Species Ref. Dipole Summary

N2,H20 II _a=0.833

CO,H20 12 _a=i.055

SO2-H2 O 13 #a=1.984

#c=0.488

03,H20 14 _a=l.014

#c=0.522

CO2-H2S 15 _a=0.410

_c=0.822

(C02)2,H20 16 _b=1.982

C02,(H20) 2 17 _a=1.571

#b=0.761

Four tunneling states observed due to

tunneling of both the H20 and N 2 subunits

The spectral splitting caused by the H20 is

-ten times greater than that caused by the

N 2. Linear heavy atom geometry.

Two tunneling states observed due to

internal motion of the H20 subunit. Linear

heavy atom structure with C atom hydrogen

bonded to H atom.

Two tunneling states observed due to

internal rotation of the H20 subunit. Sand-

wich-shaped structure with the S-O distance
shorter than the O-H distance,

Two tunneling states observed due to the

internal motion of the H20 subunit. Upper

state does not conform to rigid rotor

theory. Cross shaped complex with water

atoms in the plane of the center 0 atom of

ozone. No hydrogen bonding is evident.

Multidimensional tunneling similar to the

water dimer spectrum, Large tunneling

splittings (12.5 GHz) are observed for the

t-type transitions, T-shaped complex with

the H2S plane -90 ° to the linear CO 2 axis.

Two symmetry states observed with 3:1 in-

tensity ratio. Structure has C 2 symmetry

axis with the water oxygen located symmetri-

cally below the plane of the slipped

parallel CO 2 units.

Two states observed with small spectral

splittings. Structure is a triple hydrogen

bonded system in which all heavy atoms are

planar and the two water oxygens and the

carbon atom of CO 2 are located at the

apices of a triangle.
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water dimer spectrum but spectral splittings still occur. There are almost

always two states observable due to an internal motion in complexes which

contain H20. In most cases this is caused by the rather facile motion of water

about its C2 axis within the complex. Structural summaries and electric

dipole moments for the complexes which have been studied that are of planetary

atmospheric interest are listed in Table I.

CONCLUSION

In this paper, we have summarized the spectral results that have been

obtained from the rotational analysis of a number of weakly bound complexes

containing CO 2 and/or H20. The data presented on the rotational spectra of

these species should be useful to experimentalists attempting to analyze the

far-infrared and near infrared spectral features of these complexes and also to

those investigators involved in the modeling of their spectra in planetary and

lunar atmospheres.
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INFRARED LINE PARAMETERS AT LOW TEMPERATURES

RELEVANT TO PLANETARY ATMOSPHERES

PRASAD VARANASI

Institute for Atmospheric Sciences, State University of New York at

Stony Brook, NY 11794-2300

ABSTRACT

Employing the techniques that we have described in several of our

publications for measuring infrared lineshifts, linewidths and line intensities

with a tunable diode laser, we have measured these parameters for lines in

the important infrared bands of several molecules of interest to the planetary

astronomer at low temperatures that are relevant to planetary atmospheres

using He, Ne, At, H2, N2, O2, and air as the perturbers. In addition to

obtaining the many original data on the temperature dependence of the in-

tensities and linewidths, we were also the first to measure the same for the

collision-induced lineshift of an infrared line and to show that it was markedly

different from that of the corresponding collision-broadened linewidth.

INTRODUCTION AND BRIEF PRESENTATION OF DATA

The parameters describing absorption due to infrared lines of plane-

tary atmospheric molecules are the position, intensity, half-width, lower level

energy and the collision-induced iineshift. In the modelling of planetary at-

mospheres based upon comparison of the observed and calculated planetary

spectra, data on the above mentioned infrared line parameters at the rele-

vant atmospheric temperatures would be needed. (Even though the position

and the energy level are independent of the temperature of the gas, often in

spectra involving hot bands measurements performed at several low temper-

atures are useful in assigning these two parameters to a line unambiguously. )

This need is the primary reason for performing the measurements that have

been reported by our laboratory for nearly two decades. To the best of our

knowledge, most of the measurements reported in Refs. 1-12 are the first ever
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published on the accurate magnitudes as well as the temperature dependence

of these parameters. We are the first ever to have measured the temperature

dependence of collision-induced lineshifts of any molecule in the infrared at

low temperatures. We have used He, Ne, Ar, H2, N2, O 2 and air as the gases

perturbing the radiative process. Lines formed in the atmospheres of the

major planets are broadened predominantly by H 2 and, to a lesser degree,

by He. In the atmosphere of Titan, a satellite of Saturn with an atmosphere

composed mostly of N 2 and exhibiting CH 4 spectra, N2-broadening is im-

portant. There have been some suggestions, if not indications, recently that

Ar might be present in Titan's atmosphere in amounts sufficient to make

Ar-broadening also relevant. N2, 0 2 and air were chosen with the terrestrial

atmospheric application in mind. Ne was used only in lineshift measurements

in an attempt to examine the relationship between the observed lineshifts in

the case of the noble gases and of their polarizabilities.

Our tunable diode laser spectrometer, the other necessary equip-

ment, the experimental procedure, and the low temperature absorption cell

used in the present studies have been described by us previously. 1-4 The

techniques employed for measuring lineshifts, linewidths and intensities have

been described in considerable detail by us in Refs. 5, 6, and 7 respectively.

We also discussed in detail in Refs. 5-12 the errors to be assigned to the data
that we obtained.

This space is too short for a meaningful presentation and discussion

of the many data of interest to the planetary astronomer that we have ob-

tained in our laboratory in recent years. The References that we provide at

the end of this paper should serve the reader just as well in learning about

these data. However, the data that we have measured most recently on the

13.7 #m lines of C2H 2 have not yet been published and are presented in

an abbrieviated form in Tables 1 and 2. The parameter n in Table 1 de-

fines the power law dependence of the collision-broadened linewidth upon

temperature. 4
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Table 1. Collision-broadened line widths in the 13.7 # Band of t2C2H 2.

Broadener

H 2

Broadener

N 2

Line

P(ll)

P(8)

P47)

R(18)

a(19)

a(21)

Line

P(ll)

P(8)

R(7)

R(18)

R(19)

R(21)

I " (¢m-')
I
1
t703.2556

710.3198

747.9624

773.7435

776.0810

780.7532

_,(era-')

703.2556

710.3198

i 747.9624

773.7435
i

776.0810

780.7532

295 K

0.0926 !.0020

0.0942 ±.0015

0.0928 ±.0017

0.0851 ±.0016

0.0851 ±.0033

0.0852 ±.0007

295 K

0.0871 ±.0020

0.0937 ±.0006

0.0937 ±.0009

0.0772 ±.0015

0.0756 ±.0007

0.0704 ±.0008

7_ (cm -1 atm -1'

206 K

0.1169 ±.0036

0.1228 ±.0028

0.1247 ±.0006

_ (era-1 arm-1

206 K

0.1246 ±2031

0.1200 ±.0014

0.1018 4-.0032

174 K

0.1370 ±.0042

0.1055 4-.0025

( 250 g )

145 K

0.1617 4-.0013

n

0.75

/t

0.77
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Table 2. Absolute Intensities, S s (cm -2 atm-1), and Collision-Broadened Line Widths,

7 ° (cm -1 atm-1), in the 13.7 #m Band of lUG_H2 at 294 K.

Line

P(ll)

P(8)

R(7)

R(lS)

R(19)

R(21)

(¢m-1)

703.2556

710.3198

747.9624

773.7435

776.0810

780.7532

Sj (¢m -2 arm -1)

3.76 +0.06

16.64 +0.25

2.54 +0.08

4.49 +0.05

7_ (cm-1 arm-l)

He

0.0479 ±.0018

0.0553 ±.0020

0.0463 ±.0007

0.0465 ±.0013

0.0455 ±.0007

0.0442 ±.0006

Ar

0.0597 +.0011

0.0708 ±.0026

0.0473 ±.0002

0.0462 _.0009

air

0.0980 ±.0034

0.0897 i.0006

The absolute intensities reported by Varanasi et al., [JQSRT 30,497 (1983)] and later adapted

into the GEISA and AFGL's HITRAN Data Bases are 3.72, 16.68, 2.50 and 4.38 for the P(8),

R(7), R(18)and R(21)lines, respectively.
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ABSOLUTE VACUUM ULTRAVIOLET PHOTOABSORPTION CROSS SECTION STUDIES

OF ATOMIC AND MOLECULAR SPECIES: TECHNIQUES AND OBSERVATIONAL DATA

D.L. JUDGE and C.Y.R. WU

Space Sciences Center and Department of Physics

University of Southern California

Los Angeles, California 90089-1341

ABSTRACT

Absorption of a high energy photon (> 6eV) by an isolated molecule results

in the formation of highly excited quasi-discrete or continuum states which

evolve through a wide range of direct and indirect photochemical processes.

These are: photoionization and autoionization, photodissociation and

predissociation, and fluorescence. The ultimate goal of the study of these

processes is to understand the dynamics of the excitation and decay processes

and to quantitatively measure the absolute partial cross sections for all

processes which occur in photoabsorption. In this paper, typical experimental

techniques and the status of observational results of particular interest to

solar system observations will be presented.

INTRODUCTION

The spectral region from 2 - 2000A is called the vacuum ultraviolet

radiation (VUV) because, even on a laboratory scale, electromagnetic radiation

in this region is absorbed by air, and vacuum techniques are required. As is

well known by planetary atmosphere scientists, this is also the wavelength range

which is absorbed by all planetary atmospheres and, hence, is of major importance

in determining atmospheric heating, photochemistry, and atmospheric structure.

To understand atmospheric structure and dynamics it is thus essential to

accurately know the absolute total cross sections for all atoms and molecules

which may play a significant role in determining the physical state of an

atmosphere. It is also necessary to know the absolute and specific partial cross

sections for the fragmentation products as well as their kinetic energy.

Tabulations of much of the available data on such processes may be found in

publications by Gallagher et al., I Koch and Sonntag, 2 Hudson and Kiefer, 3

Huds0n, 4 and Watanabe. s Unfortunately, much of the early work on specific cross

sections suffered due to a number of experimental difficulties. Early work on

photodissociative ionization, for example, was carried out using magnetic sector
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mass spectrometers which severely discriminated against short lived and/or

energetic species. Thus, even the relative amounts of ions formed were not well

established. Furthermore, such a technique provides no information about the

state of excitation, except as can be inferred from energy conservation

considerations.

During the past twenty years, however, much has been accomplished with

respect to determining both total and partial absolute cross sections throughout

the VUV. Such progress has been possible in large measure because of newly

developed experimental techniques and technological advances. While an

exhaustive in-depth review of the experimental techniques generally employed will

not be given here, representative techniques used to obtain the data required

for understanding atmospheric processes will be presented in later sections.

A schematic summary of the absorption and decay processes which can occur

in the VUV is presented in Fig.l. As can be seen from the figure, ionization,

'_" ABC _1 + n e + k.e.

i-i, AB II + C (! ÷ ile + k.o.

_-_ A _ + BC _p + tie + k.e.

_J, A'I i + BI | + C41 + n e + k.e,

IIEPIE,' ' - [t ,_ t....; and/_ ".°')

FOR NUE I"ItAL PROCESSES

2.... FOR IOIIIZAIlOrJ PROCESSES

Fig.l. Molecular absorption

and decay processes.

dissociation, excitation, or a combination of all three processes may occur.

The products all appear in the atmospheric soup driven by the solar VUVradiation

and can lead to complex atmospheric chemistry and dynamics. Fortunately, it is

now technologically possible to determine the absolute cross sections for all

of the reactions shown in Fig.l. In fact, absolute measurements of such

processes are being obtained in various laboratories. Recent technological

advances of particular importance to such comprehensive measurements are

discussed in the next section.

INSTRUMENTATION ADVANCES

There have been several cleverly applied technical advances in the last

two decades which have permitted a detailed understanding of many atomic and

molecular processes. These advances fall into two categories: I) Light source

development and 2) Detector development. In both of these areas tremendous
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progress has been realized.

Light Source Development

Pure continuum light sources for the VUV, particularly the extreme

ultraviolet, were not available until the advent of dedicated synchrotron

radiation sources. It is now possible for scientists around the world to have

access to such sources and to thereby study absorption processes as a continuous

function of photon energy. There are about twenty such facilities currently in

operation, many of them providing continuum radiation down to wavelengths of a

few Angstroms. Representative synchrotron source spectra are shown in Fig.2.

g

WAVELENGIH (A)
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i I I I I
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_==

•....,,-\ \,012-"
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Fig.2. Intensity spectra for

several storage rings used as

synchrotron radiation sources.

Such sources provide a pure continuum of radiation, with intensities comparable

to the average intensities available in conventional laboratory sources which,

at best, cover limited wavelength regions and typically have both line and

continuum features mixed. Using such mixed sources makes it difficult to measure

true absorption cross sections except in regions of continuum absorption with

no superposed structure. This is so because the bandwidth for which a

monochromator is set generally corresponds not to the bandwidth of the incident

source line but to the bandwidth for continuum radiation.

In addition to the synchrotron source another significant advance in light

source capability has come from advances in laser technology. It is now possible

to purchase lasers which are tunable over a significant wavelength region in the

VUV. Nd:YAG tunable dye lasers with appropriate non-linear elements provide
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useful radiation down to about 760A. The linewidth of such sources can be

<0.3cm -I so that features as narrow as several mA can be resolved in the VUV.

Such sources 6'_ have been shown to have a VUV linewidth comparable to that

previously available from a 6.5-m spectrograph. Thus, the prospect of carrying

out high resolution spectroscopy in a conventional laboratory is now both

possible and affordable in the window region of the VUV. This is also a

particularly important region since it includes the spectral range where

absorption by hydrocarbons, and other molecules present in the lower atmospheres

of several planets, show significant diagnostic absorption features.

Detectors

To complement the improved light sources, photoelectric detectors have been

highly developed and are now used almost exclusively in lieu of photographic

recording. This has permitted a number of experimental advances which are now

widely employed in both particle and electromagnetic detection. Fast

photoelectric detectors (and short pulse light sources) permit direct measurement

of lifetimes as short as ~ 1 ns. Synchronous detection of events has made it

possible to identify correlated events, again on a time scale of several

nanoseconds.

The development of photoelectric array detectors has been particularly

important as a replacement for photographic plates in the focal plane of

spectrometers. Such detectors have made it possible to greatly improve the speed

with which a spectrum can be obtained. In addition, they also make it possible

to follow the temporal and spatial evolution of dynamical processes in

unimolecular systems, as well as in high density, collision dominated systems.

Such detectors are commercially available as charge coupled detectors (CCD's),

intensified CCD's (ICCD's), and resistive anode arrays.

The time scales for electric dipole and other transitions, in the absence

of collisions, are_given in Table I, and have been included as a reminder of the

tremendous range of times of interest in the investigation of molecular

processes. The temporal requirements imposed on laboratory instrumentation,

both on the light sources and the detectors, are of course determined by such

time scales.

An overview of the data obtained in photon-molecule interaction studies

in the VI/V is briefly described in the next section.
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Table I
Time Scale for Electric Dipole, Magnetlc Dipole and Quadrapole
Transitions for Photon-monomolecular Processes

Process Type of Transition Time (sac)

ExcltaC[on E1ectronlc - Electrlc Dlpole -10"IS-tO'IS

Vibration - Electric Dipole -IO "13

Rotation - Electrlc Dipole -i0 -]z

Hetastable - Magnetic Dipole -I0 -12

Metastable - Quadrupole -I0 "u

Ionization

Dissociation

Radiative Decay

(Direct or Indirect) -lO-IS. lO-IZ

(Direct or Indirect) >10 -Iz

Electronic - Electric Dlpole >IO -g

Vibraclonal - Electric Dipole >iO "_

Rotatlonal - Electric Dipole >10 "_

Metascable - MagnaClc Dipole >I0 "3

Metastable - Quadrupole >I

Absorption and Ionization Cross Section Measurements

The total absorption cross section at a given incident photon energy is

a measure of the sum of the partial cross sections shown in Fig.l. At

wavelengths shortward of the ionization limit of the gas of interest, electrons

and ions are produced. The photoionization yield can be determined through

measurement of the ions produced and/or photoelectron spectroscopy. A recent

review of such measurements, primarily in the XUV (l s 1000A), and a compilation

of the absolute cross sections for a number of gases of planetary interest for

molecular photoabsorption, and partial photoionization, is given by Gallagher

et al. I

The measurements discussed above have been concerned with the primary

photoabsorption process and the initially formed products. The "final" products

which evolve through predissociation, preionization, etc. are also of great

interest. It is the final products, in fact, which in general are of the most

importance in atmospheric chemistry. Most redistribution of energy within a

molecular system occurs on a time scale which is short compared with the mean

time between collisions, except for metastable states (see Table I).
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To probe these final states, fluorescence spectroscopy provides a powerful

tool. To identify excited final state fragments one can simply disperse the

fluorescence and thereby determine the species formed, their states of

excitation, and (from the brightness) the cross sections for the production of

specific states down to the rotational level. To detect species which have been

formed either in the ground state, or in a metastable state, the observation of

scattered radiation from tunable laser sources provides an effective technique.

The fluorescence technique has been pioneered by our group at USC and has proven

quite useful for the determination of absolute cross sections for the production

of final state products. Examples of final state identification for molecular

fragments of particular planetary interest will be given in the next section as

specific results of interest in planetary and cometary physics.

Another final state determination of particular interest to planetary

atmosphere physics is the kinetic energy carried by the fragments produced. Such

experiments have also been recently initiated in our laboratory. It has been

found that quite a large kinetic energy is produced in both N and H fragments

through photodissociation of N 2 and H 2. Implications for the optical thickness

of a planetary atmosphere as well as non-thermal escape may be seen in the

observational data. Results of this recent work will be reviewed in the

following section.

SELECTED LABORATORY RESULTS AND DISCUSSION

In the present section we show selected results of interest in planetary

and cometery investigations. These are of four types: i) Modest resolution

absorption spectra showing the dependance of measured cross sections on

temperature and spectral resolution, 2) Photofragment identification (through

radiative decay observations), 3) Kinetic energy distribution of photofragments,

4) Photon sputtering of ice. These few observational areas have been selected

for discussion because they are representative of the laboratory data base which

is required to support solar system atmospheric studies. The chemistry,

convection, radiative transfer, and general characteristics of planetary

_ _....a_spheres are all coupled to the primary ph0toabsorption processes which are

discussed.

Cross section Data

With regard to the cross section data, item I) in the above list, it is
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a fact that the supporting laboratory spectroscopic data are almost always less

complete and of lower quality than the flight observational data. This

deficiency will becomemuchworse as observational capability in other areas

increases, for example with the launch of Space Telescope. As maybe seen in

Fig.3, data obtained at room temperature and low pressures are still incomplete,

! ! I
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I I

I I

H 2

CH 4

J i II _ C2H2
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- ._ C3H 6
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• I I I HzS

• -- H2 0

- J CO
C02

L

-- I I I

II

.... I ii ' I J 02

I l N 2
[ .....I I I . I

l_oo zo_ 3_o

and are virtually absent for other conditions of temperature, pressure, and

relative abundance. Virtually all of the presently available absorption cross

section data were taken at pressures, temperatures, and relative abundances very

different from atmospheric conditions and are, therefore, of limited utility.

It is known, for example, that when more than two kinds of molecules in a gas

mixture absorb light in the same wavelength region, the total absorption cross

section may become more complicated than merely the sum of the individual

absorption cross sections, obtained at the usual laboratory conditions, i.e.,

300°K and low pressure. The reasons are as follows: (i) at elevated temperature

the population of higher vibrational levels (overtones and combination bands)

may become significantly increased. This can result in a significant change in

the amount of absorption at a given wavelength, and shift the effective

ionization and dissociation thresholds. This in turn affects the penetration

of solar ultraviolet radiation and ion production rates at high altitude, 8 and

the molecular lifetimes. 9 The cross sections of molecules at low temperatures

thus cannot be accurately obtained from the extrapolation of room temperature

data, since at room temperature the absorption from vibrational and rotational

levels other than the vibrationless ground state contribute to the observed cross

Fig.3. This figure summarizes

the absorption region of the

molecules of primary
interest. The solid area

indicates that gaseous

photoabsorption cross

s0z sections have been measured
COS as a continuous function of

CS2 the incident photon

03 wavelength.
HzC0
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section. (ii) High pressure, up to several atmospheres, in an absorbing system

can cause line broadening, line shifts, and pressure-lnduced transitions. The

line shift may be to the blue or to the red of the spectral llne, showing

asymmetric broadening, while dipole-forbidden transitions become allowed

transitlons. I°'11 (iii) Real atmospheres consist of a mixture of various

molecules. As we know from (ii) the pressure effects may vary in nature

depending on the characteristics of the collision constituents. 12 It is thus

desirable to measure the cross sections of molecules under the conditions of the

planetary atmosphere of interest. For example, to model the albedos of Jupiter,

Saturn, and other planets, obtained from IUE data, Caldwell and Owen 13 have

pointed out the need for the absorption cross sections of PH3, HzS, C2H 2, NH 3 and

C2H s in the 1600 - 2100A spectral region, at temperatures varying from 300 to

150°K and absorber abundances varying from 0.2 5cm-atm. Unfortunately, very

little progress has been made since thls need was pointed out.

Continuing research using IUE data further indicates that cross sections

for a number of complex hydrocarbons will soon be required. As an example, we

review the IUE data of Jupiter 14 in the 1400 1900A region, shown in Fig.4.

Since Jovian C2H 2 dominates in the 1750 - 1900A absorption region, a mixing ratio

of 3xlO -s (Fig.4a) is required in order to obtain a good fit between

observational data and model calculations. 14'Is With this mixing ratio it is

obvious that there must be additional absorbers present in the wavelength region

shortward of 1750A. If small amounts of allene (C3H4, Fig.4b) and also

cyclopropane (C3H6, Fig.4c) are included in the model calculations 14 an improved

fit to the general variation of albedo with wavelength is obtained, although

information on the positions and bandwidths of many features in the spectrum

0.4
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Fig.4. Dashed line: IUE data.

(a) Model spectrum with CzH 2

(mixing ration 3x10 "s, C2H 6

(2x10 -6) and CH4(I.7xI0 -3) in

Jovian stratosphere (0 to

100mbar) and the model of

Goldstone and Yung (1983) for

I00 to 60mbar. (b) Model

spectrum as in (a)but including

allene (7xI0-I°). (c) Model

spectrum as in (b)but including

cyclopropane (8xlO -s)
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clearly needs to be improved. The fit is not good enough to prove conclusively

that the identification of trace gases other than C2H 2 is unique.

One strong possibility for the discrepancy in fine detail may be the fact

that the molecular cross section data used in the calculations were measured at

room temperature (=300°K), which is very different from that in the Jovian

atmosphere (~IS0°K) at the absorbing level. The temperature effect may well

explain why the IUE data show a spectral bandwidth narrower than model

calculations predict. Further, inclusion of the temperature effect on the

molecular cross sections will accordingly change the required mixing ratios of

various absorbers. It is therefore clear that such measurements are required

and will contribute to our current understanding of planetary atmospheres.

Absorption Cross Section for Acetylene

In the absorption cross section discussion presented below we will only

discuss the temperature dependence of the absorption cross section of C2H 2

(Acetylene) in a wavelength region of significant absorption in the outer

planets. Figures 5 and 6, respectively, show our recently obtained absolute

cross sections of C2H 2 in the 1530 - 1930A region measured at room temperature

(295°K) and at II5°K.

As can be seen from Fig.5, the complex absorption features are clearly

superimposed on a broad "continuum" (or "continua"), with the most intense

features being the 308 and 3o 7 peaks. Under room temperature conditions, the

largest cross section value of the B - X transition is 1.7Mb (IMb _ i0-18cm 2) for

4.c

b

2G

O

i I I I J I I 1

295K

, , , , ,
_.,q90 1700 1800 1900

kc_)

Fig. 5. The absolute

photoabsorption cross section

of C2H 2 in the 1520 1900A

region. The data are obtained

with a spectral bandwidth

(FWHM) of 0.8A and at a

temperature of 295°K.
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Fig.6. Same as Fig.5 except the

cross section data are obtained

at a temperature of 155°K.

the 3o6 peak. The smallest is less than 10-1gcm 2 for the K - X transition on the

long wavelength side.

Clearly the low temperature cross sections obtained at 155°K are quite

different from those measured at room temperature. As one can see from Fig.6,

the peak cross sections of the 305 , 306 and 307 bands are about equal in magnitude

(i.e., 2.2 Mb) with 307 being the largest peak. The drop in peak cross sections

from the 307 peak to the 3on with n_8 becomes quite pronounced. Such a sudden

drop can be due to vibrational predissociation through perturbations.

: The resolution of the low temperature spectrum is "apparently" (but only

apparently) better than that obtained under room temperature conditions. Many

broad features become resolved into several peaks. The most striking effect on

the absorption profiles occurs in the 1580A region and in the wavelength region

longward of 1800A. Several unmeasurable band heads of the A - X transition under

room temperature conditions clearly become identifiable peaks at low temperature.

These peaks are the 2o13on progression with n-8 and 7 and the 3on progression with

n=8 and 9. Further, the sharpness of the peaks allows a better wavelength

measurement and, hence, a better determination of the vibrational constants which

are applicable to high quantum numbers. Those peaks marked by an arrow as shown

in Fig.7 appear to be hot bands. Considering a polyatomic molecule as large as

C2H2, it is suprising that hot band absorption is apparently quite sparse in this

spectral region, particularly in the region of the B - X transition.

To summarize the temperature dependent studies, it is found that the low

temperature cross section values at absorption peaks increase by 10% - 40% while
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those at absorption valleys decrease by as much as 30%, when compared to the room

temperature measurement. The cross section values of the "continuum" absorption

are also correspondingly reduced somewhat. The application of the new low

temperature data to the interpretation of Saturn's albedo has been discussed in

the Conference Proceedings by Caldwell et al.

An example of how the low resolution also affects such cross section data

may be found in the review by Hudson. 4 Figure 7 shows na2 vs. In(Ao/A ) for

various ratios of _ (_-A_/AL). Here n is the gas density in an absorption cell

of length 2, the cross section is a, Ao and A are the incident and transmitted

intensities, respectively, A_ is the monochromator bandwidth for a continuum

background, and AL is the Lorentz full width at half maximum (FWHM) for an

absorption feature. If the resolution of the instrument is significantly less

than the true width of the structure (spectral features) being observed then the

true cross sections, aT, will be measured. If or-aT, the average cross section,

a straight line of slope one would be obtained in the above plot. If _ _ 0.3

I 2 -- a=033_

.r----_ t _ _

Fig.7. Calcculated values of In(Ao/A ) vs.

Na(A') for four values of a (a-A_/AL)

assuming a Lorentz line shape.

_0 30

N_(X)

measurements of a t to an accuracy of _ I% are obtained. For a-l, the measured

cross sections, i.e. aT, will be only -70% of ar. As might be expected,

particularly in the early literature, it is often not clear what the effective

resolution of the instrument and light source combination actually was. All

cross sections should thus be carefully considered before they are used in

modelling calculations. Remeasurement of many of the cross sections in the

literature will unfortunately need to be carried out. In any case, most of them

should be remeasured for planetary atmosphere applications since room temperature
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data are only applicable to a very limited range of planetary atmosphere

conditions.

Photofragment Identification

Photofragments, as discussed earlier, can be identified by a variety of

techniques. Photoelectron spectroscopy provides data on the initial fragments

formed in ionization processes. As internal rearrangements occur, the final

products maybe different from the initial state products• In addition, neutral

fragments are not detected by such techniques.

A dispersed fluorescence spectroscopy technique which detects and

identifies the final state products was developed at USC in the early 1960s.

In such work both the photons incident on the gas of interest and the emitted

photons are dispersed. In this way excited fragments ultimately produced in

photoabsorption processes are observed and the absolute partial cross sections

for their production are determined. As an example of the results which can be

obtained from such work, let us consider the photoabsorption and

photofragmentation spectrum of H20 (see Fig.8).

O _ PHOTOIONIZATION H_,O _lO_

..... oo
_ 30[ , • ' , - • " . ....
rr l" PHOTOABSORPTION .,,I J,. H20 I J

o,ol--- jl
800 I000

6OO PHOTON WAVELENGTH ( _ )

Fig. 8. The absolute cross

sections of (a)

photoabsorption, (b)

photoionization, and (c)

neutral products in the 600A

(20.66 eV) 1200_ (10.33 eV)

region.

H20 F_agmentation

The photoabsorption and phot0ionization cross sections of H20 in the 600 -

II00A region are shown in Figs. Sa and 8b, respectively. In this region

significant dissociation into neutral fragments is clearly evident since the

total absorption and ionization cross sections are not equal to each other. For

wavelengths shorter than ~600A, the photoionization cross section is equal to

the total photoabsorption cross section; i.e., the photoionization efficiency
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of HzO is unity. By subtracting the ionization cross section from the total

absorption cross section, we obtain the cross section for neutral products which

is shown in Fig. Sc. The neutral products include ground, metastable, and excited

state neutral photofragments. The quantum yield, which is defined as the ratio

of the partial cross section of interest to the total photoabsorption cross

section, for the respective neutral products and ionization is indicated on the

right-hand side of Figs.8b and 8c. As can be seen, the maximum quantum yield

for producing the neutral products is 1.0, -0.6, and -0.3 for the wavelength

range > 984, 800 984, and 600 800A, respectively.

It is well known that fluorescence from the excited states of the neutral

HzO molecule and parent H20 + ion have rarely been observed, le The fluorescence

quantum yield of the first excited state of the HzO+(A 2AI) ion is extremely

small. The second excited ion state B 2B2 is not known to fluoresce, while the

third excited ion state C 2AI is completely predissociated, le In contrast with

this, the fluorescence from excited photofragments, especially the H Balmer

series and OH(A_X), is intense and has high quantum yields. Since the OH

fragment is of particular interest a brief description of the OH observations

follows.

The partial cross section for producing the OH(A_X) emission has been

measured at several discrete primary photon wavelengths longer than 760A using

an atomic line emission source. The band contours of the (0,0) band are shown

in Fig.9. A fraction of the photon excitation energy is converted into internal

energy. It is quite evident from Fig.9 that higher rotational energy levels are

excited as the incident photon energy is increased.

I_ IIIIt1111_111 I t I I I I fro4 J | I Iml

O,' II|il|_|ll I I I I I I IIJ I I I DI

Rill I llit(lll I t I Intttltllllmll Itlll I I Illl I I I hll

i_1 litttllllli I I I I I I I J InI I Jllllll I I In •

llll li p_

....,, ilr Ifll l['Ji"_

Fig.9. The OH(A 2Z+ _ X 2) fluorescence

spectra in the _ 3060 - 3300A region

produced at various primary photon

wavelengths, compared with the theoretical

synthetic rotational spectra of the OH(A

2E+, v'-O,J' _ Xz, w"-O,J") band, for which

the radiation rates are indicated as

vertical lines. The positions of the

rotational lines for the six intense

branches of the OH band are also indicated

at the top of the figure.
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The OH(A_X) fluorescence excitation functions in the 180 - 760Aand 1050 -

1350A regions have also been obtained using a synchrotron radiation source. In

the former spectral region, the maximum partial cross section occurs at about

703A and is 3.4x10-2°cm 2, giving a quantum yield of 2x10 -3. Shortward of 700A the

partial cross section decreases sharply to a magnitude of ~5xl0-Zlcm z.

Atomic hydrogen fragments associated with the dissociation of H20 have also

been observed as well as upper limits to the production of atomic oxygen and

molecular hydrogen, but a discussion of these results is beyond the purpose of

the present work.

Kinetic enerRv measurements of molecular fragments

The kinetic energy distribution of atomic fragments is particularly

important since these fragments may have considerable kinetic energy, thus

modifying atmospheric reaction rates and escape rates. In the example given

below, the processes which correlate with the photo-productlon of an excited

neutral hydrogen atom and a hydrogen ion are discussed.

Specifically, we have utilized a fluorescence photon-photoion coincidence

technique to study the processes:

H z + hu (_304A) _ H(n_, n_2) + H+ + e- (1)

H(2p) _ H(is) + hv'(l-1216A)

We have carried out the experiment by measuring the coincidence time delay

between the detection of the emission of a H Ly_ photon and a H+ ion produced

through photon excitation of H2 at a photon wavelength of 304A. It should be

noted that from energy and momentum conservation the excess excitation energy,

defined as the difference between the incident photon energy and the threshold

energy for the process of interest, minus the kinetic energy of the photoelectron

will be equally divided between the excited H(n2) atom and the H+ ion. Thus, the

kinetic energy distribution measured for the H+ ions is equivalent to that for
i °

the excited H(n_) atoms.

The experimental data are obtained by means of a coincidence detection

_- - system. 17 A true coincidence count results when the output of the TAC is turned-

on by a photon pulse, e.g., _ - 1216A, and turned-off by the H+ pulse. Both the
Fj_L

1216A photon and the H+ ion have to be produced from the same Hz molecule. Only

under these conditions would the process indicated in Eq. (i) show up

preferentially in a specific range of time delay, At, resulting in the observed
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peak. False coincidences result from everything else and would show up as

background since they are random events.

From Fig.10 we see a clear increase in the coincidence counts at a time

delay of 5.6 #s. After reaching a maximum at At - 6.5 #s the coincidence counts

start to slowly decrease, followed by a much weaker peak in the 7.7 -8.5 #s

region. The asymmetry obvious in the shape of the major peak suggests that it

may arise from more than one dissociative excitation process. The kinetic energy

distribution obtained is shown in Fig.ll. As one can see, the H + ions (and

excited H atoms) produced through photoexcitatlon of H 2 at 40.8 eV possess

kinetic energies ranging from 1.2 to 7.5 eV.
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Fig.lO. Relative coincidence counts

vs. time delay.

Fig.ll. Relative coincidence counts

vs. energy.

Using He II 304A (40.8 eV) photons, Gardner and Samson IB found that the

direct dissociative ionization of H 2 involving the 2pa u state accounts for 44.4%

of the total signal while dissociative ionization involving states of higher

energy than the 2pa u accounts for the remaining 55.6%. Combined with the present

results, we now find the relative partial cross section for dissociative

photoionlzation of H 2 to be the following:

2po. : 2pxu : 2sa s - 1.0:i.0:0.25 (2)

The partial cross section for producing H Ly_ emission through

photoexcitation of H z has recently been reported by Glass-MauJean. 19 As
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indicated in Eq.(1), the present experiment measures cross sections related to

those of Glass-Maujean. After subtracting the contribution from the two-

electron excited states, QI iHu(1) and Q2 iHu(1), the partial cross section for

producing H Ly_ from H 2 at 40.8 eV is 4.5 x 10-2°cm 2 (see, Fig.3 of Ref.19). If

we assume, as Glass-Maujean implicitly did, that the partial cross section in

the energy region higher than 40 eV is solely due to the z_ u state, i.e., the

2p_u, then we can deduce the partial cross section for the dissociative

photoionlzatlon of the 2pOu, 2p_u, and 2sa 8 states to be 3.6xi0 -2°, 3.6xi0 -z°, and

9.0xl0-21cm 2, respectively.

From the above results it is thus clear we have demonstrated that the

present technique is a powerful tool for studying dissociative photoionlzation

excitation processes. It allows us to study states correlating only with excited

neutral and ion photofragments. The kinetic energy distributions obtained from

the present work show that the H + ions as well as the H atoms produced possess

high kinetic energies. For an H atom, the escape velocity on Earth is 11.179

km/s which is equivalent to a kinetic energy of 0.65 eV. Since solar extreme

ultraviolet photons at 304A, and shortward, are absorbed in the Earth's upper

atmosphere, it is clear that the presently observed photodissoclative ionization

of H 2 contributes to the non-thermal escape of atomic hydrogen from the Earth's

atmosphere.

|

Photon sDutterlng of ices

Investigations of the efficiency of photon sputtering of ices have been

extremely limited, and the available data are quite incomplete and inconclusive

(Haff et al.2°). The only measurements of adsorbed gases which exist are those

by L. Greenberg 21 using a broadband UV (~ 2000 2750A) photon source. The

molecular ices which he studied have virtually no absorption in the case of H20,

CH4, and CO 2, and little absorption in the case of CSz, 02 and NH 3. Not

surprisingly, he found a desorption quantum yield Of - 10 -6 , see Table II.

-- Given the complete lack of data in the strongly absorbing region of these

molecular gases it is clear that such data are sorely needed. We have

accordingly initated experiments to measure the required sputtering rates. The

first data have just been obtained on water ice at 584A and the preliminary

results are included in the Conference Proceeding in a paper by Wu and Judge.

This report, it should be noted, only addressed the charged particles which were

ejected. It should also be noted that the yield of positive ions above, at
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Table II Photodesorptlon Yield for Physically Adsorbed on Quartz

Yield Molecule Temp(K) k(P) Comment Ref.

-lxlO "5 =) CSz 77 Broadband 2000- abs. <2200P Creenberg

2750_ from a o_8xlO-ZZcmZ b) [1973]

Hg-Xe lamp

CO= " no abs.

" O= " He rzbergband "
a_lO-23cm 2

CO " 11o abs. "

HzO " . . .

NH 3 " " abs <2150A "

azl. 5xlO'17cm 2 ¢)

CH4 " no abs. "

12 " Spln- forbldden Bourdon

Transition et al.

(B-X) ;o-1.2xlO'18cm z ©)

[19s2!

.lxlO-U ,;

lO-7-10-s ,)

.

I. 3xlO "z 5900_ dye laser

&.8xlO-* " " 4880A Ar + laser . ;4.0xlO-IScm2 c) .

1.8xlO "l Br z 60 5500_ dye laser " ;3.8xlO-2°cm 2 ¢) "

<9.2x10 "5 " 20 " " "

2.9x10 -z Cl a 60 4880_ Ar + laser " ;3.8xlO'2tcm = ¢) "

<l.5xlO "5 " 20 " " "

a) According to Bourdon et at, [1982], those yields measured by Creenberg

should be . 10 "_°. b) Gas phase dace taken from Wu and Judge [1981b].

c) Solution date taken from Mellor [1963],

584A, was a factor of i00 higher than the total yield reported by Greenberg. 21

In order to appreciate the spectral range where photon sputtering should

be important, it should be noted that the molecular ices listed above are like

electrical insulators with electronic band gaps of _ I0 eV. Because of the lack

of conduction electrons both the electrical conductivity and the thermal

conductivity in these ices are poor. This lack of free electrons in the ices

enhances the probability that energy deposited in electronic excitations will

be converted partly to translational energy of the excited icy molecules and

thereby contribute to the sputtering efficiency.

The desorption rate strongly correlates with the excitation of electronic
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states of the adsorbed molecule which is physlsorbed and/or chemisorbed on the

substrate. Thus, it is clear that the low desorption yields measured in

Greenberg's experiment 21 are not surprising, as neither the electronic states of

the adsorbed molecular ices, nor the substrate, significantly absorb the incident

long wavelength UV photons. Further, it is highly probable that the ~ 10 -I

yields in the halogen photon desorption experiments reported by Bourdon et el. 22

may show a significant increase if electric-dipole allowed transitions were to

be excited rather than the spln-forbidden processes which they observed. As can

be seen from Table II, a wide range of desorptlon yields are possible, depending

on the molecule and the photon energy.

In the work Just begun at USC, strong transitions involving Rydberg states

of H20 ices will be excited using VUV/EUV photons. The substrates which will

be used are LIF and sapphire, and are transparent for A > 1050A, and > 1410A,

respectively. Additional contributions to the desorption rate may be observable

if the substrate absorbs the incident photons.

Since the sputtered products include both neutral particles and ions a

variety of experimental techniques are required for their detection. Namely,

(a) excited particles will be detected by a fluorescence photon counting

technique, (b) ions will be detec6ed by a mass spectrometer, (c) neutral

particles will be detected by a selective photolonlzation mass spectrometer, and

(d) certain special radicals and ground state species will be detected by a

laser-induced fluorescence technique.

CONCLUDING COMMENTS

It is clear that experimentalists working in support of the planetary

atmospheres program must endeavor to fill the data voids in the research areas

discussed in this report. There is almost no absorption cross section data

available which is truly representative of the temperature, pressure, and mix

of gases actually encountered in planetary and cometary environments. For those

processes which occur in the lower strata of planetary atmospheres, it is crucial

that cross section data at temperatures at least as low as 50°K be obtained. It

is, of course, only the long (A_IOOOA) and short (A_IOOA) wavelength VUV

radiation which reaches the lower altitudes where such temperatures typically

occur.

The upper atmospheres of planets are normally hot (Mars being a rather

notable exception, as well as Venus on the night side) with thermospheric
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temperatures of - 1000°K. The absorption spectrum of gases at such high

temperatures is, of course, quite different from room temperature and/or low

temperature spectra." A rather dramatic example of this may be seen in the

molecular oxygen absorption spectrum of Hudson and Carter 23 as shown in Fig.12

where the temperature values are 300, 600, and 900°K.

_J

I I I I I I i i i I I I I I I i

L___J.

WV[LE_TX, a

!

Fig.12. Absorption by molecular

oxygen between 1878 and 1894A

at 300, 600, and 900°K.

All of these data, i.e., 10w and high temperature data, with and Without

buffer gases, must be obtained at high resolution in the structured regions.

Spectral resolution of the order of ~ m_ is required to approach the linewidth

of the absorbing atoms and molecules in planetary atmospheres in the regions of

significant structure in the absorption spectra.

Product identification of the species formed in photoabsorption is another

data set which is required in order to correctly interpret atmospheric processes.

Since the chemistry which occurs in planetary atmospheres is crucially dependent

on the state of excitation of the reacting species, the absolute cross sections

for the formation of al___!product species must be determined. In such work,

significant progress has been realized. However, the identification of, and

111

ORIGINAL PAGE IS

OF POOR QUALITY



absolute cross sections for, the production of important metastable and ground

state species remains in a very early state of development. Here, laser induced

fluorescence techniques can be quite useful in resonance scattering

identification or, in the case of metastable species, by exciting them to higher

states from which they can fluoresce, and thereby be detected.

The measurement of photofragment kinetic energies is also an area where

much remains to be done. Since non-thermal escape may be an important loss

process for exospherlc gases, it is essential that the kinetic energies for

exospheric species be accurately measured as a function of wavelength, at least

for the major solar emission lines in the VUV. The optical thickness of an

atmosphere also depends on the kinetic energy of the atmospheric species and so

radiation transfer calculations require data on the production rate of hot atoms.

Another area which was not discussed in this review is the lack of absolute

absorption and fragmentation cross section data for radicals. This area is

particularly devoid of data because the experimental techniques required are

particularly demanding. Such research, however, is also quite important and

should be vigorously pursued since radicals are highly reactive species.

Finally, photon sputtering of ices has been briefly discussed here because

it may produce gases which are important constituents of planetary environments.

As indicated earlier, this type of research has been almost completely ignored

and must be investigated down into the soft X-ray region of the solar output.

Non-thermal escape (sputtering) processes may well be far more significant than

thermal processes alone.

While the above review was by no means exhaustive it has discussed the

major deficiencies in the experimental data base relevant to the primary

interactions of VUV photons with planetary gases (and solids).
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ABSTRACT

The spectroscopy of small to medium-size polyatomic mole-

cules can be extremely complex, especially in higher-lying

overtone and combination vibrational levels. The high density of

levels also complicates the understanding of inelastic collision

processes, which is required to model energy transfer and col-

lision broadening of spectral lines. Both of these problems can be

addressed by double'resonance spectroscopy, i.e., time-resolved

pump-probe measurements using microwave, infrared, near-infrared,

and visible-wavelength sources. Information on excited-state

spectroscopy, transition moments, inelastic energy transfer rates

and propensity rules, and pressure-broadening parameters may be

obtained from such experiments. Examples are given for several

species of importance in planetary atmospheres, including ozone,

silane, methane, and ammonia.

INTRODUCTION

Research on the properties and dynamics of planetary atmo-

spheres of the outer planets makes extensive use of spectroscopic

probes of local atmospheric conditions obtained either from

ground-based platforms or remote probes such as the Voyager or

Galileo missions. Planetary observations of the spectra of

dominant and trace atmospheric constituents in the form of

i

!

|

absorption, emission, or reflectance spectra make it possible to
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estimate local temperatures, to. measure local partial pressures of

the species observed, and to estimate the local pressures of other

species, but only when supporting data such as spectroscopic

assignments, absolute intensities (transition strengths), and

sufficiently complete measurements of self- and foreign-gas

pressure-broadening energy-transfer processes are available. With

the ambitious program of planetary probes planned for the coming

decade, there is an urgent need for such data to be provided.

Double-resonance (transient pump-probe) spectroscopy is a

powerful technique for providing data of this kind, especially for

higher-lying molecular vibrational levels. In this survey, we

shall describe the principles of the double-resonance technique

(with emphasis on infrared double-resonance [IRDR] spectroscopy),

and present some applications to several species of importance in

planetary atmosphere research.

PRINCIPLES OF DOUBLE RESONANCE SPECTROSCOPY

Double-resonance spectroscopy may be defined I as the use of

two resonant one-photon interactions in a single molecule to probe

molecular energy levels and relaxation properties. One of the

radiation fields, denoted the pump, is a monochromatic, high-

intensity field which saturates a pair of energy levels in the

system, i.e., transfers a substantial amount of population from

the lower level to the (normally unpopulated) upper level. The

pump source is typically a high-power infrared or optical-

frequency laser. The probe field, which is tuned to another

transition in the system, monitors intensity changes correlated

with the presence of the pump radiation.

A three-level double-resonance scheme is one in which fields

at two different frequencies couple a given molecular energy level

to two other levels. The common level may be either lower in

energy than the other two, as in Fig. l(a), or may be higher than

the other two, as in Fig. l(b). Three-level configurations of this
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type are often used for spectrum simplification; since the number

of transitions which are correlated in pairs as shown in Figs.

l(a) and l(b) is substantially less than the total number of

absorption lines, a congested molecular spectrum may be reduced to

a much smaller number of lines, and combination differences may be

readily identified. The common level may also be intermediate

between the lower and upper levels, as shown in Fig. l(c). In this

case, the transition at frequency v2 is termed an excited-state

absorption, and provides information on the fine-structure levels

of vibrationally or electronically excited states which are

frequently not accessible to ordinary one-photon absorption or

emission spectroscopy. If both pump and probe levels are at

visible wavelengths, the upper state a can often be detected by

u.v. fluorescence; this technique is referred to as "optical-

optical double resonance "2.

In a four-level double-resonance scheme, the two radiation

fields connect pairs of levels not possessing a level in common,

as shown in Figs. l(d) - l(f) . In order for a double-resonance

effect to occur, at least one level in each of the two pairs must

be coupled to one of the directly pumped levels by collisional

relaxation processes. Four-level double-resonance experiments thus

yield information on both the kinetic rates and state-to-state

propensity rules for inelastic molecular collisions.

Double-resonance signals may be described by steady-state

solutions of the Optical Bloch Equations 3'4'5 Indeed, the basic

theory for the three-level double-resonance experiment was first

developed by Javan 6 in 1957 for describing the three-level maser.

Since the transition moment for the pumped level is a fun-damental

parameter in the theory, it is often possible to extract

information about such moments from quantitative modeling of

double-resonance signal shapes and intensities.
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Figure 1. Diagrammatic representations of (a)-(c) three-level
double-resonance spectroscopy and (d)-(f) four-level double-

resonance spectroscopy [from Ref. i].

EXPERIMENTAL TECHNIQUES

As noted above, the pump field in a double-resonance scheme

must be capable of saturating the transition with which it is in

resonance. This implies two requirements on the experiment: first,

the population of the upper pumped level should be substantially

less than that of the lower level, so that transfer of population

from the lower to the upper level will be reflected in changes in

transmitted probe radiation intensity. Second, the pump source

must have sufficient intensity to at least partially saturate its

transition. The first criterion would suggest a limitation to

pumping vibrationally or electronically excited levels; however,

because of the sensitivity of phase-sensitive microwave detection,
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microwave-microwave double-resonance has been applied with great

success to the study of collisional relaxation among rotational

1,7
levels

The development of tunable, high-power infrared and visible-

wavelength lasers has made it possible to extend the double-

resonance technique to vibrationally and electronically excited

states. In particular, the pulsed CO 2 laser, which is line-tunable

in the 9 - Ii micron region, has been used in many experimental

investigations, including those in our laboratory. At high IR
-2

laser fluences (> 1 J cm ), these lasers can induce molecular

dissociation or isomerization via infrared multiple-photon

excitation processes8' 9'I0; double-resonance pump-probe

experiments have been a valuable technique for characterizing the

level distributions produced in IRMPE processes.

2L

The essential requirements on the probe radiation in a

double-resonance experiment are those of frequency and amplitude

stability. Microwave klystrons, c.w. dye lasers, and tunable

semiconductor diode lasers have all been used as double-resonance

absorption probesl; when fluorescence excitation/emissiOn spec-

troscopy can be used, its high sensitivity, energy resolution, and

time resolution make it an excellent probe choice. A large

proportion of the experiments in our laboratory are based on

ii anddiode-infrared laser-double resonance spectroscopy (IRDR) ,

the results to be discussed in the following section have been

obtained primarily using this technique.

To av0id Some of the limitations of absorption or fluores-

cence excitation spectroscopy, several other spectroscopic tech-

niques have been applied to double-resonance experiments. Raman

.......... spectroscopy, for example, is applicable to all molecules, is

state-specific, and affords good time resolution when a pulsed

laser is used as the Raman probe source. Its major and obvious

disadvantage is the extremely small magnitude of the spontaneous

Raman scattering cross section, which severely limits the

sinsitivity. This problem can be alleviated by using resonance-

i
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enhanced or coherent Raman scattering, such as Coherent Anti-

Stokes Raman (CARS); the nonlinearity inherent in such techniques,

however, make interpretation of the data quite difficult. Resonant

multiphoton ionization (REMPI) is another promising probe

technique; a C02-1aser-pump/REMPI-probe experi-ment on ammonia has

recently been carried out by Shultz and co-workers 12, in which the

formation and decay of v 2 = 1 levels could be monitored.

APPLICATIONS TO ATMOSPHERIC SPECIES

The primary objective of our IRDR investigations of small

polyatomic molecules has been the determination of energy transfer

rates and pathways in these systems, and subsequent comparison

with collision models. The experiments also provide information on

spectroscopic parameters for vibrationally excited states,

transition moments, and pressure-broadening coefficients. In this

section, we briefly summarize some key results of these

investigations, and suggest directions for future work.

Methane

Methane is both a trace constituent of the terrestrial

atmosphere, where it may contribute to global temperature change

via the "greenhouse effect 13" , and a major constituent of the

atmospheres of the outer planets and their satellites. While the

vibration-rotation spectroscopy of methane and other spherical

tops has been analyzed in great detail by several research groups,

there was a paucity of data, both qualitative and quantitative, on

state-to-state energy transfer in such molecules. Microwave
7

double-resonance spectroscopy is not generally applicable to such

molecules, due to the absence of a permanent dipole moment. Laser-

excited infrared fluorescence, which is very useful for

elucidating vibrational relaxation pathways in polyatomic

molecules, does not have sufficient resolution to probe the rota-

tional fine structure. Other techniques for studying relaxation
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processes, such as ultrasonic dispersion, thermal lensing, and

photoacoustic spectroscopy, are essentially bulk rather than

state-resolved measurements.

Our IRDR studies on methane 14 represented the first measure-

ment of state-to-state rotational energy transfer in a spherical

top molecule. To obtain a good coincidence between a methane ab-

sorption line and a CO 2 laser pump line, we had to use the doubly

labeled isotope 13CD4; however, the results obtained are appli-

cable to the normal CH 4 isotope and to other spherical tops such

as silane (following section). The overall relaxation rates are

approximately equal to the Lennard-Jones collision rate and are

nearly independent of collision partner, as might be expected for

collisions taking place via a short-range intermolecular

potential. By applying a kinetic Master-Equation analysis, we were

able to represent the rotationally inelastic collision rates by an

exponential energy-gap law: _

kfi = (2Jf + I) k ° exp{-C(E i - Ef)/kBT} (i)

with the scaling parameter C = 0.8; this permits rotationally

inelastic collisions with J changes of up to ±5, which is also

consistent with the action of short-range, impulsive forces.

The surprises were found in the final-state specificity of

the rotationally inelastic collisions, which reveal a dramatic

selectivity of rotational energy transfer pathways with respect to

rotational fine-structure states. The first point noted was that

molecules tend to remain within the initially pumped Coriolis

sublevel of the v 4 = 1 state; this can be expressed as a

propensity rule for conserving the vibrational angular momentum

R - J in the collision. In addition, rotational relaxation appears

to proceed via "principal pathways", which constitute a small

subset of the energetically accessible levels. The nature of these

pathways was clarified by subsequent experiments on silane, which

120



Silane

Although silane has not been identified as a major component

of planetary atmospheres, experiments on this system provide

considerable insight into rotational energy transfer mechanisms

discerned in the earlier experiments on methane, and suggest

important connections between these measurements and pressure-

broadening phenomena. In addition, silane is widely used for

preparation of electronic materials by thermal and laser-assisted

chemical vapor deposition 15, so the study of laser-pumping

mechanisms and collisional relaxation in this system has

considerable practical importance.

The SiH 4 infrared absorption lines which lie nearest to the

10P(20) CO 2 laser line are the A 2, F 2, and E components of the J =

13 <-- J = 12, v 4 = 1 <-- 0 band. These are detuned from the laser

frequency by 1015, 600, and 378 MHz, respectively. As a result of

these detunings, IRMPE of silane can occur only under pressure-

broadened 16 or laser-induced breakdown conditions 17 The v 4 = 1

18
<-- 0 transition moment is sufficiently large, however , that the

pulsed TEA CO 2 laser can pump a considerable fraction of the

population of each of these symmetry levels into the excited ro-

vibrational state 19 which can then be followed by diode

absorption at appropriate hot-band transitions.

Both rotational 20 and vibrational 21 relaxation have been

measured in silane using IRDR. V-V energy transfer between v 4 = 1

and v 2 = 1 levels is nearly as efficient as pure rotational energy

transfer, as a result of the strong Coriolis mixing between these

two states. The scaling coefficient C in Eq. (i) for rotationally

inelastic collisions is 0.05 - 0.08 for the three symmetry

species; when the larger rotational level spacing of silane in J =

13, as compared with 13CD4 in J = ii, is taken into account, this

corresponds to a somewhat slower fall-off of inelastic collision

probability with increasing A Jo The R - J conserving propensity

rule found in methane is validated for all three symmetry species
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in silane; in addition, the pattern of "preferred pathways" for

rotational state changing collisions now shows an interesting

22
regularity Rotational states of spherical tops, such as methane

and silane, are split into numerous fine-structure components by

centrifugal and anharmonic interactions; these components arrange

themselves in level clusters according to whether the rotation is

quantized along the 6-fold or the 8-fold symmetry axis of the

molecule. The preferred pathways for all three symmetry species of

a given rotational state always lie as close to each other as

possible in the cluster structure, and these generally correspond

to the same quantization as that for the initially pumped level.

One way to summarize the selectivity found for rotationally

inelastic collisions is that a "conservation of coupling"

propensity rule is at work.

The ability to interrogate all three nuclear-spin symmetry

species of silane has led to an observation with important impli-

cations for understanding pressure-broadening coefficients, which

are essential for atmospheric remote sensing methods. The total

rotational relaxation rates for these symmetry species show

significant differences at the 95% confidence level 20, with the

ordering k(F 2) > k(A 2) > k(E) . This is the same ordering as has

been found for the infrared absorption pressure-broadening

coefficients for methane 23'24, as well as in recent measurements

by the Dijon group 25 of pressure broadening in the Q branch of the

Vl Raman band of 13CD 4. Furthermore, the ratio of the symmetry-

averaged Raman-broadening coefficients for silane 25 to that of

13CD4 (R = 1.24) is very close to the correspondingly averaged

IRDR relaxation times (R' = 1.28). The direct measurements thus

provide details of the inelastic collision rates which are

averaged out in the usual experimental and theoretical treatments

of pressure broadening, and can serve as stringent tests of the

theories. In the following section, we describe the application of

this approach to ozone, for which a major effort in determining

accurate pressure broadening parameters is now under way.
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Ozone

The role of ozone in stratospheric photochemistry and in the

radiative properties of the upper atmosphere is too well known to

elaborate upon here. Although a large data base exists with

respect to the spectroscopic and kinetic properties of this mole-

26
cule, a recent survey identified a nearly total lack of data for

rotational energy transfer in ozone collisions. Without such data,

current theories for pressure broadening can receive only limited

testing.

The IRDR technique is admirably suited for the measurement

of these data. In earlier u.v. absorption - infrared laser double

resonance experiments, we had identified coincidences of ozone

absorption features with CO 2 laser lines, and made use of the u.v.

spectral changes following vibrational excitation to determine
27

Hartley band absorption in the vibrational excited state and to

map out part of the vibrational relaxation pathways for this

molecule 28 Using the IRDR technique, we are able to follow these

processes at the rotational state-to-state level.

The IRDR scheme for the CO 2 9P(12) laser line is shown in

Fig. 2. This line pumps the 174 13 <-- 164 12' v 3 = 1 <-- v 3 = 0

transition. Relaxation into the depleted J = 16 level can be
-i

monitored by the three-level IRDR transition at 1026.51 cm , and

relaxation out of the J = 17, v 3 = 1 level by the hot-band trans-

ition at 1028.58 cm -I By monitoring four-level IRDR signals at

other frequencies, some of which are shown in Fig. 2, the propen-

sity rules governing rotationally inelastic collisions can be

determined. Additional measurements of hot-band transitions ori-

ginating in the v I = 1 level will permit us to measure the V-V

rate between the v 3 = 1 and v I = 1 levels, which could not be

resolved in the earlier u.v./IR double resonance experiments 28
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Figure 2. Infrared double-resonance level scheme for CO 2 laser

9P(12) pumping of ozone, showing probe frequencies for three- and

four-level IRDR configurations.

CONCLUSIONS AND FUTURE PROSPECTS

The examples described in this report illustrate the power of

the double-resonance technique in determining energy transfer

i
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rates and pathways, in both the ground and vibrationally excited

states of polyatomic molecules. The resulting data base can then

be employed to test inelastic scattering theories and assess

intermolecular potential models, both of which are necessary for

the systematization and prediction of infrared pressure-broadening

coefficients, which are in turn required by infrared remote

sensing techniques for both terrestrial and planetary atmospheres.

In addition, accurate measurements on excited-state absorption

transitions permits us to improve the determination of rotational

and vibrational spectroscopic parameters for excited vibrational

levels, and to derive band strengths for hot-band transitions

involving such levels.

Further development of this technique will make use of pulsed

visible and near-infrared laser sources to pump vibrational

overtone levels, which can then be interrogated by tunable

infrared diode laser absorption. As an example, consider the

overtone spectrum of normal methane, CH 4 . The spectrum is

particularly difficult to rotationally assign because the spectral

congestion caused by Fermi resonance interactions increases

dramatically with the number of H atoms. While CHD 3 has a resolved

and assignable room temperature spectrum in the 5 C--H quanta

region, the CH 4 spectrum is essentially unresolved at this

temperature. When cooled to temperatures characteristic of

planetary atmospheres (40 - 200 K), however, the spectrum resolves

into Doppler-limited features 29 The identification of these

features will be greatly facilitated by the spectrum simp-

lification afforded by double-resonance spectroscopy. Further

information on relaxation out of these highly excited vibrational

levels will be enormously interesting for comparison with current

dynamics30 •theories of molecular , as well as for developing models

for pressure broadening in overtone absorption spectra.
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ABSTRACT

Several novel techniques are discussed which can be used to explore laboratory

photochemical processes and kinetics relevant to planetary atmospheres; these include time-

resolved laser gain-versus-absorption spectroscopy and time-resolved Fourier transform infrared

(FI'IR) emission studies. The laser gain-versus-absorption method employs tunable diode and F-

center lasers to determine the yields of excited photofragments and their kinetics. The time-

resolved FTIR technique synchronizes the sweep of a commercial FFIR with a pulsed source of

light to obtain emission spectra of novel transient species in the infrared. These methods are

presently being employed to investigate molecular photodissociation, the yields of excited states of

fragments, their subsequent reaction kinetics, Doppler velocity distributions, and velocity-changing

collisions of translationally fast atoms. Such techniques may be employed in future investigations

of planetary atmospheres, for example to study polycyclic aromatic hydrocarbons related to

cometary emissions, to analyze acetylene decomposition products and reactions, and to determine

spectral features in the near infrared and infrared wavelength regions for planetary molecules and

clusters.

INTRODUCTION

The atmospheres of many planets other than the Earth can involve extreme temperatures

and pressures, and they contain many highly chemically reactive constituents as well. For

example, several planets exist in a strongly reducing atmosphere, composed largely of methane and

other hydrocarbon species at high pressures near the surface and low outer temperatures. 1 Thus

the typical mixtures of gases are not only unfamiliar, but their spectral signatures as we might
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know themarestronglyperturbedby theunusualconditionsof temperatureandpressure. The

molecularspeciesarealsoundoubtedlyin a stateof flux, undergoingdramatictransformations

becauseof photochemistryand solar heating. As a result, there is a definite needto develop

techniquesto studythekinds of planetaryatmospherespecieswhich may only be formedunder
such unusual conditions. Recording their molecular spectraand studying their distinctive

photochemistrywill beof greatimportance.

A widevariety of powerful spectroscopicprobeshavebeendevelopedin thepastseveral

years,which haveprovideda meansfor detectionof novel transientspeciesandfor probingtheir
kinetics. Theseincludemethodssuchaslaser-inducedfluorescencein thevisibleandultraviolet,2

lasermultiphotonionization,3intracavitylaserabsorption,4andtransientabsorption/gainprobing
with lasers.5

Of specialinterestin this article are two methodsapplicableto the spectralfeaturesof
molecularspeciesin the infrared andnearinfrared. Theseare time-resolvedFourier transform

infrared (FTIR) emission spectroscopy6and tunable infrared laser gain-versus-absorption

spectroscopy.5.7.8Thesemethodsrely heavily on lasers,both for the initial preparationof

transient species,and in the caseOf the laser gain/absorpti0fimethod,also for the transient

detection. Lasersareextremelyusefulfor thepreparationof largenumberdensitiesof transient

andreactivespecies. With the time-resolvedFTIR method,it is possibleto form a variety of

excitedmolecularspeciesandto studytheinfraredspectraldetailsof theemittingstates.With the

lasergain-versus-absorptiontechnique,wecanstudyquantumyieldsfor theformationof excited
statesandthekineticsof radicalreactions.

Work is ongoingin our laboratoryto developavarietyof theseinfraredandnearinfrared

techniquesandto achieveadvancedcapabilitiesin their applicationto importantproblems. The

methodsareapplicableto a numberof challengesrelatedto planetaryatmospheres,including

infraredcometaryemissionswhich maybedueto largemolecules,suchaspolycyclic aromatic

hydrocarbons,9andacetylenechemistryandphotochemistry.lOIn theremainderof thispaper,the

generalexperimentalsetupsfor thesetwo typesof methodswill bedescribed,andafew examples

will begiven,for eachmethod,of thekindsof problemsthathavealreadybeenaddressedin our

laboratory.We closewith abrief introductionto severalsubjectsrelatedto planetaryatmospheres

thatmightbestudiedbythesetechniques.

TIME-RESOLVEDFTIREMISSIONMETHOD

CommercialFouriertransforminfrared(FTIR) instrumentsprovidea powerfulmeansto

detect and study a wide range of molecular species in the infrared and near infrared. A novel
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adaptation6takesadvantageof thesensitiveemissioncapabilitiesin theinfraredby usingalaserto

preparephotofragmentsor otherexcitedspeciesandthenimagingtheir infraredemissionthrough

theFTIR. By synchronizationof thetiming of apulsedlaserwith thesweepof themirror in the

FTIR, completetime historiesof the spectralinformation canbeobtainedof transientradical

species,chemicallyreactingsystems,andenergytransferprocesses.Suchamethodmaybewell

suitedto studiesof unusualspeciesand conditionstypical of planetaryatmospheres.In some

cases,directlaboratoryspectralinformationmaybecomparedto emissionsobservedbyplanetary

andcometaryprobes.

Figure 1showsa schematicof atime-resolvedFHR system in use in our laboratory. 11,12

A pulsed high repetition rate excimer laser (200-400 Hz) is paired with a commercial high

resolution FTIR (0.02 cm-1), which is operated in the emission mode. The laser produces

photofragments in either a low pressure chamber or in a high pressure flow cell reactor, and

emission is collected into the interferometer from the infrared emitting species. The timing of the

pulsed laser is synchronized to the sweep of the mirror in the FFIR through the reference fringes of

the He:Ne laser. Data may be collected at either a single time or multiple times after the laser pulse

(Fig. 2). If signals are acquired at multiple times, then on the next sweep of the mirror, the timing
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Fig. 1. Experimental apparatus for time-resolved FTIR emission experiments initiated by laser

photodissociation.
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of the acquisition is adjusted such that the next laser pulse is incremented in order to obtain data at

each time delay for every mirror displacement.

Infrared emission has the advantage that relatively low numbers of excited species are

readily detectable (109: i0ii), in contrast to absorption, where long pathlengths and large volumes

are often necessary. Thus, small numbers of highly exotic species may be prepared and observed
i-

under desired Conditions through their emission. The pulsed laser may also be replaced by a cw

laser, flashlamp, or other excitation source, in order to obtain high average emissions, and the cells

..... may be heated or cooled or operated under high pressures to simulate planetary atmosphere

conditions.
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Acelylene Photochemistry_

The photodissociation of acetylene (HCCH) at 193 nm in the ultraviolet has an important

radical-forming channel, CCH+H; the CCH radical, which may be excited both vibrationally and

in a low-lying electronically excited state (,_ 211) has been observed in infrared emission following

the photodissociation of acetylene with the time-resolved FTIR method. 13 Figure 3 shows a

survey spectrum of the CCH radical emission, which required only about 1 hour to acquire with

the FTIR. While the CCH radical has been studied in line-by-line detail with transient laser

absorption probing, 14 the power of the FTIR method to obtain rapid information about the broad

spectral content of unusual species is readily apparent. Not only are infrared bands of vibrationally

excited states of CCH expected, but the strongest infrared and near infrared emission features of

this radical are composed of bands involving the (,_ 211) electronically excited state, which occur at

unanticipated wavelengths. In terms of planetary photochemistry and spectral signatures, the

potential capability of the broad spectral coverage of the FTIR method may be advantageous for

laboratory studies.
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Fig. 3. Infrared emission spectrum of CCH taken with the FTIR at 0.6 cm-1 resolution at a time of

7 Its after the photolysis of acetylene.
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In work carried out in our laboratory, the vibrational band intensities produced by the UV

photolysis of acetylene were obtained. In addition, an intriguing problem arises in the primary

photochemistry of acetylene concerning the rotational excitation of the CCH radical that is caused

by the momentum transfer of the departing H atom.t3 The rotational excitation of the CCH radical

is found, surprisingly, to be colder than the initial excitation in the parent acetylene. This is an

unanticipated result, because the momentum transfer from the departing H atom might typically be

expected to produce additional rotational excitation in the radical. The rotational dynamics are

modeled in terms of both a trans-bent and linear transition state. It is found that in the trans-bent

configuration the constraint of the available energy in the photodissociation may cause a constraint

on the allowed angular momentum states, resulting in a "cooling" of the radical productA3

Acetone Phot0dissociation

The photochemistry of acetone also offers several intriguing aspects of study.12 The 193

nm photodissociation produces a three-body dissociation pathway to form two methyl radicals

(CH3) and carbon monoxide (CO). The broad spectral features of the emission from this

dissociation were obtained initially with low resolution infrared circular variable filters (CVF). 15

Emission is observed from CH stretching regions and from the vibration-rotation excitation of the

CO fragment. While such low resolution spectra are useful to gain a coarse perspective on the

infrared emitting species, the much higher resolution of the FTIR method allows detailed state-

resolved information to be obtained (Fig. 4). From the high resolution spectra taken at low

pressures, it is found that the CO is born with very high excitation in both rotation and vibration.

The high rotational excitation can only be explained if the three body dissociation occurs by a

nonsymmetric break-up.12

Figure 5 shows a portion of the FTIR spectrum of the methyl radical antisymmetric

stretching region, observed in the photolysis of acetone. 16 All of the lines are assignable to methyl

radical features, based on the known spectroscopy. An intriguing problem which is yet to be

: : resolved concerns the origin of this methyl radical infrared emission. Laser multiphoton ionization

detection of the methyl radical following the photodissociation of aceione has not observed the

antisymmetric stretch excitation. 17 Either the radical is bom with excitation in other modes, which

is then transferred to the antisymmetric stretch vibration and emits in the infrared, or the

multiphoton ionization detection is insensitive to the antisymmetric stretch because of unusual

Franck-Condon factors or some other spectroscopic subtlety.

!
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Radical-Radical Reactions

The FTIR method is proving to be a powerful tool not only to investigate primary

photochemical events, but to study potentially novel, subsequent reaction chemistry. In a new

series of experiments, a high density of C1 atoms is produced by excimer laser photolysis of C12 in

the presence of a low density of ethane. A reaction between C1 and C2H6 occurs, producing a

quantitative yield of ethyl radicals, C2H5. Since the CI atoms are initially in excess compared to

the ethane, then a rapid reaction can occur between the remaining C1 atoms and the ethyl radicals,

C2H5, to form HC1 and ethylene, C2H4. The signature of the radical-radical reaction is the

formation of highly vibrationally excited HCI, which cannot occur for the reactions of the atoms

with stable molecules, as ascertained from the known thermochemistry. Highly vibrationally

excited HC1 has now been observed in an initial series of experiments,16 suggesting that intriguing

new investigations will be possible to study systems in a state of high energization, such as radical-

radical chemistry. Such reactions are likely to be much more rapid and more exothermic than
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traditional abstraction reactions with stable molecules, and may be sources of strong infrared

emission and highly excited products.

TRANSIENT GAIN-VERSUS-ABSORPTION LASER KINETICS METHOD

While the FTIR method is an excellent tool for surveys of emitting systems and detailed

investigations of state distributions in photochemistry, other methods provide accurate

complementary information on such questions as kinetics or quantum yields of formation for
F

excited or ground state species. One such method is the time-resolved laser gain-versus-absorption

technique, which has also been used extensively for laser spectroscopic measurements. In our

laboratory, the laser gain-versus-absorption method was initially developed to obtain some of the

most accurate values for quantum yields of formation. The method was applied to the excited

Br* (2P1/2)andi*(2Pla) states of the halogen atoms using a tunable infrared F-center laser and a

tunable room tempera tur e diode laser as the probes, respectively.

Figure 6 illustrates the typical setup for the transient gain-versus-absorption kinetics

determinations.5,18,19 A pulsed photolysis laser forms a population of ground and excited halogen

atoms, in this case I and I*. A tunable diode laser, which is set to probe the transition between the
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The heated IBr cell is for tuning the diode laser to the I atom transition.

two states at 1315 nm, is propagated collinearly in order to measure the transient gain or absorption

of the atomic population. If the population of atoms contains more excited states than ground

states, when the factor of the differing degeneracies is taken into account, then laser gain will be

observed initially (shown in Fig. 7 for ICN photolysis). If the ground state population dominates,

then an initial absorption is observed. At a later time, when all the excited states are relaxed by a

suitable quenching species, the relative population of the total number of atoms formed in both

states is determined. From the initial and final measurements, a highly accurate relative quantum

yield is determined. If, in addition, it is known that the molecules fragment to the desired atom

with a certain yield, then absolute quantum yields are obtained.

Quantum Yield Determinations

For the case of I*, the degeneracy of the upper state is 2 and for the ground state, 4. Thus,

a very simple expression may be derived under the conditions of the experiment, namely that the

quantum yield of formation of the I* state is given by:5,18,19
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(I)i, = (1/3) (Si]Sf+1). (1)

Thus, if the initial and final amplitudes of the laser gain-versus-absorption signal are measured, the

quantum yield is immediately obtained. By making determinations as a function of wavelength,

the quantum yield is immediately obtained over various spectral bands, as shown in Fig. 8 for the

case of the ultraviolet photodissociation of ICN. In our work on the halogen atom quantum yields,

typical accuracies of +2% are achieved. This improves on the accuracy of previous deten'ninations

by one order of magnitude. The method may be extended to obtain quantum yields of other excited

states of atoms.

The laser gain-versus-absorption method also allows accurate quenching rate constants and

kinetic parameters to be determined from the time behavior of the signals. Tunable diode lasers

operating throughout the entire infrared spectral region have now been employed in this method,

used in various laboratories.
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POTENTIAL APPLICATIONS TO PLANETARY ATMOSPHERES

The time-resolved FTIR emission technique and laser gain-versus-absorption method

provide an excellent basis for further studies of exotic species related to laboratory investigations of

planetary atmospheres.20 Future work may utilize the FTIR to study the infrared emission spectra

of polycyclic aromatic hydrocarbons (PAH's) excited by ultraviolet light, in order to determine

their role in cometary emissions. Additional species related to the PAH's are the classes of

hydrogenated amorphous carbon and vitrinite coal particles, which are characterized by higher

oxygen contents.9,21 Acetylene photochemistry and reactions may also be investigated in a broad

way by these methods, as well as individual atom-radical reactions which may play an important

role in the planetary atmospheres. One example is the reaction of N atoms with CH3 radicals,

which may play a role in the atmosphere of Titan.22 The FTIR method would allow the

identification of product species and emitting states, in order to determine the role of this reaction in

the possible formation of HCN in the atmosphere of this moon. Use of the laser gain/absorption

technique will provide ref'med kinetic determinations and quantum yields of novel species.
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ABSTRACT

New laboratory observations of the VUV absorption cross-section of C2H2, obtained

under physical conditions approximating stratospheres of the giant planets, have been com-

bined with IUE observations of the albedo of Saturn, for which improved data reduction

techniques have been used, to produce new models for that atmosphere. When the effects

of C2H2 absorption are accounted for, additonal absorption by other molecules is required.

The best-fitting model also includes absorption by PH3, H20, C2H6 and CH4. A small

residual disagreement near 1600/_ suggests that an additional trace species may be required

to complete the model.

INTRODUCTION

Extensive solar system observations of absorption and emission spectra have been ob-

tained from a diverse collection of Earth-orbital satellites, interplanetary probes and ground-

based telescopes. The pressures and temperatures of the various planetary environments

being observed are generally very different from the usual laboratory conditions. There has

been little incentive for the laboratory workers to go to the extra trouble of emulating the

planetary conditions, and this has led to a situation where much of the laboratory spectral

data which are required to interpret the planetary observations are obtained under conditions

that are inappropriate for direct application to planetary modelling.

In tlaeultraviolet, planetary observations have been obtained for more than a decade

by the NASA/ESA International Ultraviolet Explorer satellite. In the near iruture_ it is ex-

pected that data from the Hubble Space Telescope will be available. The IUE data have

provided significant new insights to the composition and auroral processes in planetary at-

mospheres. However, it is universally recognized that the advent of the HST will produce

spectra that are greatly superior to the IUE data with respect to spatial resolution, spec-

tral resolution, dynamic range and signal-to-noise. Whereas existing laboratory data are

marginally acceptable for interpreting data of the quality produced by the IUE, it is clear

that they are absolutely inadequate for modelling HST data.

Motivated by this mismatch between laboratory and observatory capabilities, we have

impmlemented an experimental program to investigate systematically the temperature- and

pressure-dependent absorption cross-sections of gases of interest for studying planetary at-

mospheres. Our first species is C2H2, chosen because it is one of the most important UV

absorbers in the stratospheres of the giant planets. We have applied the new data to previous
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IUE observationsof Saturn, whereC2H2is clearly the dominant absorber. The reduction of
the IUE spectrahasbeenimproved overpreviously published versions,as discussedbelow.
After the effectsof C2H2absorption havebeenaccountedfor, other gaseshave beenadded
to the model to optimize agreementwith the planetary spectra.
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Fig. 1: New absorption coefficients, obtained by Wu et al. 1 at
two temperatures.

LABORATORY RESULTS

The VUV photoabsorption cross-section measurements of C2H2 were performed at

the Synchrotron Radiation Center at the University of Wisconsin-Madison. The data were

obtained at a spectral resolution of 0.07/_ FWHM. The absorption coefficient spectra shown

in Fig. 1 were smoothed by a 5 point gaussian filter to reduce high frequency noise. In

the region between 1530 and 1800/_ the absorptions at low temperature (155K) compared

to the room temperature data show stronger peaks (10 to 50%) and some enhancement in

the valleys (up to 20%). In the region between 1900 and 2100 _ hot bands due to the

_4 1Au - X leg+ transition are observed in the room temperature data. Further details are

given in Ref. 1. The lower temperature absorption coefficients are more applicable to outer

planet stratospheres and are used for the first time in the following reanalysis of the UV

spectrum of Saturn.
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IMPROVEMENTS IN IUE DATA ANALYSIS

Since the study of Saturn's UV spectrum by Winkelstein et al. 2 a number of improve-

ments have been made in the IUE data reduction. All of the data taken between 1978 and

1980 was reprocessed by the IUE Standard Image Processing System at Goddard Space

Flight Center using the latest software and the new Intensity Transfer Functions (ITF), in

particular correcting for a known error in the ITF of the short wavelength prime camera

(SWP, 1100 to 1980/_) at low exposure leye]s.

Because of the very limited dynamic range of the iUE cameras and because of the

rapidly decreasing planetary flux from long to short wavelengths, it is necessary to combine

a large number of individual spectra, having a wide range in exposure times, from seconds

to hours, to cover the useful range of the IUE. The individual spectra are normalized in the

overlapping region and averaged together.
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Fig. 2: The composite Saturn spectrum obtained by the IUE.
The older extraction process is shown by the lighter line, the newer,
improved one by the darker line.

Since the SWP camera is sensitive to longer wavelength photons, some contribution

due to long wavelength light scattered within the spectrograph has to be corrected for in

solar type spectra. An improved algorithm was used in this analysis that explicitly included

the contribution of H2 emission. The newly derived albedo spectrum is shown in Fig. 2

together with the previous version of Winkelstein et al..
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MODELS OF THE ULTRAVIOLET ALBEDO OF SATURN

The new extraction process has introduced a relative albedo maximum near 2500/_., in

good agreement with OAO albedos obtained in the early 1970s 3. The low albedo at 3000 A

must be due to some absorbing cloud at a pressure level of about 170 mbar in the Saturnian

atmosphere (Fig. 3). The rise in reflectivity at shorter wavelengths is due to Rayleigh

scattering from overlying H2. The decreasing albedo below 2500/_ can be explained by PH 3

absorption. The best fitting model in Fig. 3 had no PH 3 at pressure levels p < 60 mbar,

a mixing ratio of 5 × 10 -7 between 60 and 120 mbar and 1.5 × 10 -6 for p > 120 mbar,

consistent with the distribution of Tokunaga et al. 4, but incompatible with the distribution

of Courtin et al. 5.

Below 2000 h, the spectrum (Fig. 4) is dominated by C2H2 absorption. Our best

fitting model has C2H2 distributed between 2 and 20 mbar at a mixing ratio of 1.2 × 10 -7.

A model with C2H2 alone is unsatisfactory, an additional continuum absorber in the top

2 mbar is required. We have examined the following candidate species C2H4, C3H4, C4H2,

and H20 and find that H20 at a mixing ratio of 1.5 x 10 -7 provides the best fit, although still

unsatisfactory between 1550 and 1600/_.. The same conclusion was reached by Winkelstein

et al., but the abundance of H20 is reduced by a factor of 2 as a direct consequence of the

new low temperature absorption coefficients of C2H2.

Since we restricted the C2H6 distribution to follow the C2H2, i.e. uniform between 2

and 20 mbar, the influence of C2H6 is felt only weakly near 1500/_. CH4 causes the drop to

essentially zero albedo near 1450 ]k.
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Fig. 4: Details of the best-fitting model below 2000/_, with the
regions where several absorbers may be important.:

To conclude, we speculate on the possible cause of the remaining discrepancy between
the model and the observations, near 1600 _, and indicate where future laboratory effort

may be required. The discrepancy suggests that another gas may be present on Saturn but

not yet recognized in the modelling. One possibility for the missing gas is arsine, recently

detected in Saturn's told-infrared spectrum by B_zard et al. 6. The observed mole fraction is

of order several parts per billion, with the clear indication that the abundance is decreasing

with increasing altitude, "a possible consequence of UV photolysis". If that is indeed the

explanation for the vertical distribution of AsH3 on Saturn, then it is reasonableto expect

that some effect of that absorption may be visible in the UV spectrum. Unfortunately, no

relevant laboratory observations of AsH3 have been made, and it will be a prime candidate

for future work in our program.
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ABSTRACT

Transmission measurements made on near-infrared laboratory methane spectra

have previously been fit using a Malkmus band model. The laboratory spectra were

obtained in three groups at temperatures averaging 112, 188, and 295 K; band model

fitting was done separately for each temperature group. These band model parameters

cannot be used directly in scattering atmosphere model computations, so an exponential

sum model is being developed which includes pressure and temperature fitting param-

eters. The goal is to obtain model parameters by least square fits at 10 cm -1 intervals

from 3800 to 9100 cm -1. These results will be useful in the interpretation of current

planetary spectra and also NIMS spectra of Jupiter anticipated from the Galileo mission.

INTRODUCTION

Three sets of about 30 near-infrared spectra of methane have previously been

fit using a Malkmus band model. 1 These spectra were obtained at NASA-Ames using

a refrigerated White cell with path lengths from 3 to 61 meters, pressures of pure

methane from several torr to several atmospheres, and temperatures clustered at 112,

188, and 295 K; at the lowest temperatures the maximum pressure used was limited to

0.5 atmosphere. An Eocom interferometer was used at 1 cm -1 resolution; the quartz
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beam-splitter together with the InSb detector produced a usefulrange for these spectra

from 3760 to 9200 cm -x. The laboratory conditions of the spectra used in the Malkmus

band model analyses axe listedin Tables 1-3. The transmissions measured at the 10 cm -I

interval centered at 4650 cm -I axe also listed,along with the calculated transmissions

from the Malkmus band model fit and the exponential sum fit, which are described

below.

At pressures suffciently high that line profiles can be described by the Lorentz

formulation, the Malkmus band model can be written in the form

C,)

where T is the mean transmission of the spectral interval centered at wavenumber v, u is

the gas abundance, and P is the pressure. Only two parameters are determined from

least square fits to the laboratory spectra: the absorption coefficient kv, and the pressure

coefficient yr. Our notation is similar to that used by Fink, eta/. _ for the Mayer-Goody

band model. Some of our spectra were obtained at low pressures, making it necessary to

include an approximation to the Voigt line profile in our computations of the Maikmus

band model pax_eters. But since we adopted mean pressure broadening coeffcients

for methane lines at our three temperatures, there were still only two parameters, kv

and y_, determined from least square fits to the spectra in each temperature group.

Methane bands are major features in the spectra of all the outer planets and

the satellites Titan and Triton. Having obtained these laboratory spectra, determining

r p_ameters describing the methane spectrum that can be used in modeling the moderate

resolution near-infrared spectra of these planets and satellites becomes a major goal.

The Maikmus band model parameters have been extrapolated to conditions applicable

for modeling Triton's spectrum, assuming a clear atmosphere, s But scattering processes

are important in the other atmospheres, and although spectral band models have been

an accepted approach for nearly 50 years, 4 the radiative transfer equation in multi-layer

Scattering model atmospheres cannot be solved with band model formulations of gaseous
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absorption. Additionally, the Malkmus band model parameters were determined only

at three specific temperatures; a representation of the temperature dependence at each

interval is also needed for atmospheric modeling computations.

For applications in scattering atmospheres, it is preferred that the gaseous absorp-

tion be expressed as a weighted sum of exponentials. For example, McKay, et ed. 5 used

the following expression to transform the room temperature Mayer-Goody band model

parameters of Benner and Fink e into exponential sum parameters at intervals of about

500 cm -1 for use in Titan greenhouse model computations:

_=I

Here w_ are weights, and l_ are the absorption coefficients, scaled by a pressure factor

P_, where the exponent n is a fitting parameter; this exponential sum model thus has

8 parameters to be determined from least square fits.

EXPONENTIAL SUM MODELS

In a similar fashion, Tomasko, et al. 7 made some preliminary transformations of the

Malkmus band model parameterization of the Ames spectra for use in modeling certain

intervals of the Titan spectrum of Fink and Larson. s For computational efficiency in

the scattering model atmosphere, Tomasko preferred an 8 term exponential sum using

fixed Gaussian quadrature weights. Despite the higher number of terms, this model has

about the same number of parameters to determine as the 4 terms used by McKay, et

al., since the weights are fixed: wx : wa -- 0.0506, w2 = w7 : 0.1112, ws : we : 0.1569,

and w4 -- w6 : 0.1813. In this model the absorption coefficients are required to increase

in order with the term number, i.

Instead of determining exponential sum parameters from transmission values com-

puted from band model fits, a more direct approach should be to determine the exponen-

tial sum parameters directly from the measured transmission values of the laboratory
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spectra. Pressure and temperature parameters should be included; with the large num-

ber of parameters, better fits should be obtained than from 2 parameter band models.

The exponential sum model should have the following form:

Cs)

where u is the methane abundance, fl (P) is a function of pressure, and f2 (T) is a function

of temperature.

This expression requires that a number of decisions be made before final results

can be determined by least square fits. Since a P" dependence is not realistic at very

low pressures, we introduced a second pressure parameter, P':

Since the spectra were obtained in three temperature groups, we initially selected a

2 parameter temperature dependence:

]

where To -- 273 K, and a and b are fitting parameters. An additional term-dependent

temperature parameter t e, was introduced when it was realized this would permit

better fits in the lower temperature groups:

PRELIMINARY RESULTS

The exponential sum model in equation (6) above has 13 fitting parameters; the

Ames transmission measurements of the 10 cm -1 spectral interval centered at 4650 cm -1

i
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was fit quite well by this model. Comparisons of the observed transmissions, the ex-

ponential sum model computations, and the Malkmus band model computations are

presented in Tables 1-3. This spectral interval has both a substantial pressure depen-

dence and temperature dependence; being high in the R branch of the v2 + 1/s band, the

absorption decreases dramatically at low temperatures.

The fitting parameters for equation (6) determined at 4650 cm -1 are: k1=0.0227,

k2--0.0319, ks--0.0415, k4=0.0501, ks=0.1173, k6=0.4775, k_-l.15g, ks=17.0, a=-0.845,

b=0.472, c=0.085, P'--0.0383 atm., and n=0.615.

DISCUSSION

Several problems must be overcome before determining exponential sum model

parameters at all the spectral intervals where Malkmus band modeling was done. The

forms of the pressure and temperature functions must be chosen which can adequately

represent the transmission data at all spectral intervals. Spectra were obtained at

pressures from several Torr to several atmospheres; the 2 pressure parameters P' and

n of equation (4) may be insufficient to fit the data well at all intervals. Similarly, a

temperature dependence may be found to improve equation (5). We have made a few

tests to see if fits could be improved by allowing the pressure exponent, n, to vary with

the term index, i, in equation (6). Fits were significantly improved, but more fitting

parameters increase the risk of coupling between parameters, raising concerns about the

uniqueness of the fits, and significantly increasing computation time.

Even to get unique values for all 8 absorption coefficients, transmission values

must range from over 0.95 to less than 0.05. This requirement was readily met by the

Ames spectra at 4650 cm -1, as shown in Tables 1-3, but certainly not at all spectral

intervals. In regions of strong absorption, it will be useful to combine the Ames room

temperature spectra with some of the room temperature spectra obtained by Benner

and Fink e at the Lunar and Planetary Laboratory. The conditions of some of these

spectra are listed in Table 4. Since the abundance and pressure conditions of some of
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Spectrum
Number
m s_

A002
A003
A004
A005

A006
A007
A012
A013

A014
A015
A016
A017

A026
A027
A028
A029

A030
A034
A036
A041

A042
A043
A044
A054

A055
A056
A057
A058

A059

Ames

Methane
Abund. Pressure

m-amgts, atm.

0.2825 0.0971
0.7274 0.2500
1.66 0.5697
4.048 1.3878

8.806 3.0070
19.53 6.6260
1.145 0.1003
2.854 0.2500

6.498 0.5684
16.04 1.4010
34.55 3.0070
76.87 6.6460

0.295 0.0052
0.817 0.0144
2.243 0.0395
5.672 0.i000

14.19 0.2500
32.35 0.5697

170.9 2.9930
2.558 0.i000

6.399 0.2501
14.59 0.5699
35.76 1.3950
0.5775 0.1004

1.438 0.2499
3.276 0.5696
8.081 1.4010

17_33 2.9930

44.7 7.6600

Table i.

Room Temperature Spectra

Transmission at 4650 cm -#

Temp. Malkmus Exp. Sum
Kelvln measured ......_9_el model

296 0.946 0.952 0.939
296 0.875 0.888 0.871
296 0.747 0.767 0.738
296 0.520 0.527 0.513

296 0.260 0.249 0.262
295 0.043 0.046 0.043

295 0.867 0.879 0.871
295 0.725 0.741 0.727

295 0.497 0.513 0.522
295 0.228 0.195 0.232
295 0.039 0.030 0.035
295 0.000 0.000 0.000

295 0.960 0.962 0.961
295 0.930 0.929 0.920
295 0.849 0.862 0.847
295 0.704 0.724 0.693

295 0.462 0.466 0.464
295 0.202 0.179 0.196
295 -0.003 0.000 0.000
295 0.795 0.812 0.799

296 0.609 0.614 0.602
296 0.369 0.336 0.366
295 0.092 0.070 0.084
295 0.911 0.921 0.909

295 0.801 0.825 0.812
295 0.637 0.652 0.637
295 0.378 0.351 0.379
295 0.124 0.107 0.126

295 0.001 0.003 0.002
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Spectrum
Number

A063
A064
A065
A066

A067
A068
A069
A072

A073
A074
A078
A081

A082
A083
A084
A087

A090
A091
A092
A093

A096
A099
AI00
AI01

AI02
AI05
Ai08
AI09

All0
All1
All2
All5

All6
AI20

Ames

Methane
Abund.

m-amgts.

0.293
0.767
1.705
4.257

9.518
61.47
24.44
0.59

1.479
3.467

19.22
1.147

2.87
6.803

16.81
38.93

2.666
6.605

15.24
37.07

84.92
0.302
0.765
1.782

4.346
9.619
0.311
0.842

2.306
5.674

14.38
26.47

66.58
192.8

Table 2.

Methane Spectra near T=188 K.

Transmission at 4650 cm -I

Pressure Temp. Malkmus Exp. Sum
atm. Kelvln measured model model

0.0637 187 0.965 0.968 0.966
0.1725 194 0.920 0.923 0.910
0.3771 191 0.822 0.839 0.827
0.9296 3.89 0.634 0.647 0.630

2.0610 189 0.387 0.379 0.389
12.2450 187 0.000 0.002 0.001
5.1770 189 0.073 0.084 0.081
0.0646 186 0.938 0.950 0.943

0.1620 186 0.869 0.884 0.879
0.3791 186 0.732 0.750 0.747

2.0880 187 0.222 0.206 0.235
0.0647 190 0.908 0.925 0.913

0.1609 189 0.808 0.828 0.822
0.3788 188 0.623 0.642 0.640
0.9276 187 0.368 0.337 0.373
2.1429 188 0.084 0.080 0.093

0.0650 184 0.863 0.879 0.868
0.1636 187 0.708 0.732 0.717

0.3828 190 0.489 0.486 0.492
0.9378 192 0.200 0.172 0.189

2.0880 188 0.019 0.019 0.015
0.0642 183 0.962 0.968 0.966
0.1633 184 0.916 0.924 0.916
0.3818 185 0.822 0.834 0.828

0.9330 186 0.640 0.643 0.631
2.0820 189 0.396 0.376 0.385
0.0036 191 0.965 0.979 0.976
0.0096 191 0.952 0.961 0.945

0.0263 191 0.912 0.917 0.892
0.0647 191 0.806 0.822 0.790
0.1622 189 0.591 0.616 0.587
0.3726 189 0.405 0.376 0.385

0.9342 189 0.081 0.086 0.086
2.6780 190 0.000 0.001 0.000
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Table 3.

Ames Methane Spectra near T=II2 K.

Spectrum
Number

A123 0. 1295
A124 0. 3652
A125 1.009
A126 2. 575

A127 6.27
A128 14.21
A129 35.08
A132 0. 0608

A133 0.1626

A134 0. 464
A135 i. 179
A136 3. 612

A137 7.36
A138 15.34
AI41 0.295
AI42 0. 799

A143 2. 183

A144 5.41
A145 13.73

A146 31.27

A147 77.68
A150 0. 0294
AI51 0. 0823
A152 0. 2194

A153 0.552
A154 i. 709
A155 3. 472
A156 7. 815

A159
AI60
AI61
A162

A163
A164
A165

Methane
Abund. Pressure

m-amgts, atm.
mlu_ w u_m mmmmmE_

Transmission at 4650 cm "I

Temp. Malkmus Exp. Sum
Kelvin measured model model

0.0020 115 0.993 0.996 0.997
0.0054 112 0.989 0.990 0.993
0.0146 109 0.978 0.977 0.982
0.0382 112 0.945 0.946 0.947

0.0931 112 0.875 0.878 0.881
0.2109 112 0.728 0.745 0.754
0.5208 112 0.477 0.486 0.496
0.0020 113 0.999 0.998 0.999

0.0053 I09 0.997 0.994 0.997
0.0147 107 0.989 0.986 0.992
0.0371 106 0.979 0.968 0.977
0.1147 107 0.924 0.909 0.919

0.2338 107 0.846 0.825 0.843
0.5237 115 0.663 0.666 0.646
0.0020 112 0.984 0.992 0.995
0.0054 113 0.980 0.983 0.985

0.0150 115 0.954 0.962 0.958
0.0369 114 0.906 0.916 0.908
0.0929 113 0.793 0.806 0.807
0.2112 113 0.618 0.615 0.615

0.5250 113 0.317 0.300 0.313
0.0020 114 0.993 0.999 0.999
0.0055 114 0.992 0.997 0.998
0.0147 114 0.989 0.992 0.995

0.0371 114 0.978 0.982 0.985
0.1158 115 0.944 0.948 0.942
0.2333 114 0.895 0.897 0.887
0.5204 113 0.784 0.785 0.765

Ii0 0.995 0.999 1.000
109 0.998 0.998 0.999
109 0.995 0.996 0.998
109 0.987 0.990 0.993

108 0.972 0.974 0.978
109 0.948 0.944 0.939
114 0.870 0.869 0.839

0.0i49 0.0019
0.0426 0.0054
0.1164 0.0147
0.2911 0.0368

0.747 0.0937
1.673 0.2117
4.015 0.5314
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Spectrum
Number

170A
170C
140A
120A

120C
IIOA
105A

102A

H70A
H40A
H40C
H20A

HIOA
H05A

Q70A
Q40A

Q20A
QIOA
Q05A
MIIA

MI2A
MI3A
MI5A
M21A

M22A
M23A
M31A
M32A

M33A
M41A
M42A
MSIA

L.P.L.

Table 4.

Methane Spectra

Methane
Abund.

m-amgts.

0.856
0.851
0.477
0.260

0.260
0.129
0.0653
0.0255

0.439
0.254
0.254
0.125

0.0609
0.0322
0.224
0.129

0.0641
0.0317
0.0163
0.590

1.06
1.99
9.57
1.18

2.13
3.98
2.35
4.26

7.96
4.71

8.52
9.42

Pressure
atm.

0.905
0.901
0.505
0. 275

0. 275
0.137
0.0691
0.0270

0.911
0.528
0.528
0.259

0.126
0.0668
0.922
0.528

0.263
0.130
0.0671
0.0083

0.0150
0.0280
0.1347
0.0083

0.0150
0.0280
0.0083
O.0150

0.0280
0.0083
0.0150
0.0083

Temp.
Kelvin

294
294
294
294

294
294
294
294

294
294
294
294

294
294
294
294

294
294
294
297

297
297
297
297

297

297
297
297

297
297
297
297
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these spectra are quite different from the spectra listed in Table 1, combining these

2 sets in exponential sum modeling will increase the number of regions where good fits

can be determined directly from the transmission data.

In the weak absorption regions between the main bands, the number of parameters

that can be determined directly from the transmission measurements on the spectra will

be greatly reduced. Nevertheless, some of these weak absorption regions are of primary

interest in the spectra of the outer planets and Titan, and exponential sum model pa-

rameters are needed. Our original expectation was that exponential sum parameters

could best be determined from the measured transmissions, as compared to computed

transmissions based on band model parameters, z In regions of strong absorption with

sufficient lab data, this approach should give the best results. But in the weak absorp-

tion regions it will be necessary to augment the measured transmissions with computed

transmissions based on the Malkmus model parameters in order to determine complete

sets of exponential sum parameters. Such a procedure could become quite arbitrary un-

less it is closely coupled to intended applications. At this time methane exponential sum

parameters are needed for modeling Titan's spectrum, and thus improving knowledge of

Titan's haze, cloud elevations, and methane abundance. In six years Galileo will be in

orbit around Jupiter, and the NIMS instrument should be producing many interesting

spectra, requiring intensive modeling of various regions of the Jovian atmosphere.
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ABSTRACT

The 7.8 _tm emission from the v 4 band of methane (CH 4) is a regularly observed

feature in the stratosphere of all the giant planets and Titan. On Jupiter, enhance-

ments in this emission are associated with the infrared hot spots in the auroral

zone. Attempts to model this phenomenon in particular, and to understand the role

of methane in general, have been hampered in part by a lack of adequate laboratory

measurerments of the collisional relaxation times for the v 3 and v4 levels over the

appropriate temperature range. To provide this needed data, we have initiated a ser-

ies of laboratory experiments.

In our experimental arrangement the v 3 band of methane is pumped at 3.3 _tm

using a pulsed infrared source (Nd:YAG/dye laser system equipped with a wave-

length extender). The radiative lifetime of the v 3 level (- 37 ms) is much shorter

than the v4 lifetime (-390 ms); however, a rapid V-V energy transfer rate ensures

that the v 4 level is substantially populated. The photoacoustic technique is used to

acquire relaxation rate information. The experiments are performed using a low-

temperature, low-pressure cell.

In this paper we describe our experimental apparatus and technique. In addition

we discuss some of the experimental difficulties associated with making these meas-

urements and present some preliminary results.
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INTRODUCTION

After hydrogen and helium, methane is the third most abundant molecule in

the atmospheres of the giant planets - Jupiter, Saturn, Uranus and Neptune - and is

an important constituent in the atmosphere of Titan. Of the four fundamental vi-

brations the molecule possesses, two - v 3 at 3.3 gm and v 4 at 7.8 pan - are strongly in-

frared active. Furthermore, the molecule possesses several combination and over-

tone bands spread throughout the visible and near IR spectrum. In the atmospheres

of outer planets, methane primarily absorbs solar radiation at 3.3 gm and emits in

the 7.8 gm. Jupiter, for example, exhibits limb brightening in the 7.8 gm band due to

methane emission from the stratosphere1, 2. In the same band, Jupiter also exhibits

an extremely varied and complicated disc, ranging from hot spots in the polar re-

gions to wave like disturbances in the equatorial regions. Since methane does not

condense on Jupiter and since alteration in its abundance due to photochemical de-

struction is negligible, the brightness variations in the 7.8 _tm emission is inferred as

due changes in the stratospheric temperature. Other hydrocarbons such as ethane

and acetylene, which are formed by the solar UV dissociation of methane, also have

emissions in the mid-IR range of 8 to 13 gm and along with methane form an im-

portant group of molecules taking part in the energy transfer of the uppter atmos-

pheres.

Based on the scant laboratory data available up to the present, it has been custo-

mary to assume that the emission in the v 4 band is Planckian in deriving the tem-

peratures and the minor hydrocarbon species abundances 3. This assumption of local

thermodynamic equilibrium (LTE) may or may not be valid depending on the par-

ameters Tic and Tlr, which are the collisional relaxation time and the spontaneous

emission time respectively for the transition in question. The collisional relaxation

time (Tic) is strongly dependent on temperature and is inversely proportional to

pressure. It is also dependent on the type of collision partners. If TIc is smaller than

rlr at a given height in the atmosphere, the emission from that height is likely to be

Planckian, sincea sufficient number of collisions would have occured to maintain

the Boltzman distribution among the energy levels before a photon is spontaneous-

ly emitted. The emission in this case is thermal, since brightness can be related to

the kinetic temperature. However if Tic is greater than Tlr, such as at high altitudes

where the collisions are infrequent, spontaneous emission occurs before energy is

equilibrated, and the brightness of this emission will have less to do with the kinetic

temperature and is more indicative of the vibrational temperature of the molecule.

In the limiting case, as rlc approaches a large value (as in the interstellar medium),

the population of the molecules in the stationary states is radiatively controlled and

therefore represents a case of scattering.
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Since TlC is a strong function of temperature, pressure and composition, it is im-

portant that measurements be made under simulated planetary environment. In

the past, methods using shocks, ultra-sound and light (both ordinary and laser light)

have been used to measure the relaxation time in methane and mixtures containing

methane at different pressures but room temperature 4-10. For pure methane, it was

found using the opto-acoustic method that the relaxation times for both v 3 and v 4

excitation were the same 4 - 1.6 _ts at latm. Further studies 5 with v 3 excitation indi-

cated that the measured v 3 relaxation time in the earlier study was actually for v 4 as

well since in methane the V-V transfer between v 3 and v 4 occurs at a rapid rate in

preference to direct v 3 relaxation. The lifetime of the v 3 state (0.03 s) is an order of

magnitude faster than that for the v 4 state (0.39 s) and will, for example, end up as a

competing mechanism for v 3 de-excitation above the 40 _tbar pressure level on Jupi-

ter. In this study we have adopted two methods to determine the vibrational relaxa-

tion: opto-acoustic method and laser induced fluorescence. We use compositions

and pressures which are of interest to the planetary science studies and temperatures

as low as liquid nitrogen temperature (77 K).

EXPERIMENTAL

Figure 1 shows a schematic of the experimental arrangement. A portion of the

pulsed Nd:YAG laser output at 1.064 _m (750 mJ @ 10 per second) is doubled in fre-

quency using a second harmonic generator (SHG). The 532 nm beam is converted to

approximately 813 nm beam (30 mJ) by a pulsed dye laser (PDL). Residual 1.06 _tm

beam and the PDL output beam are combined in a LiNbO 3 crystal in the wavelength

extender (WEX) to produce a beam with a difference wavelength of approximately

3.3 _tm. The wavelength of this beam is continuously tunable, since the output of

the dye is tunable. About I mJ per pulse was obtained at 3.3 _tm using this commer-

cial (Spectra Physics) setup. Pulse to pulse power fluctuations are monitored by an

InSb detector D, which measures the diffuse reflection off of one of the beam steer-

ing mirrors. A helium neon laser is used for alignment purposes.

The opto-acoustic cell is about 2.5 cm diameter and 2.4 m long with ZnSe win-

dows positioned at Brewsters angle at the ends to admit the 3.3 _m beam with mini-

mum loss at the interfaces. The microphone (B&K 4134) is mounted flush with the

inner wall at the center of the cell. The cell is cooled using liquid nitrogen in the an-

nular space surrounding the long arms. The long arms were thought to be necessary

to minimize interference from the acoustic noise arising due to energy absorption by

the window material as observed in [11]. Tests have shown that the window inter-

ference is minimal in our setup and efforts are underway to use the cell without the

long arms, since aligning the 3.3 _m beam will be appreciably simplified. The cell is

enclosed in an evacuated QVF glass envelop to prevent condensation on the cell
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windows. A 4" diffusion pump is used to evacuate the QVF and the inner manifold.

Pressures down to 1 mtorr have been achieved using this setup.

After amplification, the microphone signal is normalized for laser power fluctu-

ations by dividing the output of the detector D in the ratioer. The output is then fed

to a transient digitizer which is triggered by the synchronous Q-switched output of

the Nd:YAG laser. The data is stored on floppy disks using a personal computer.

PRELIMINARY RESULTS

When the laser is tuned to the Q-branch, methane absorbs along the beam path.

Rapid V-V transfer ensures that all the vibrational modes are excited quickly. Subse-

quent collisional deactivation of v 4 level results in the V-T transfer or an increase in

kinetic temperature along the beam path. The pressure therefore increases as well.

The resultant pressure wave travels radially outwards at sonic speed and is picked

up by the microphone. The trace of microphone output versus time will then give

the relaxation rate. If the thermal diffusion coefficient 0_ is very high as at low pres-

sures, the energy due to absorption will be conducted to the wall complicating the

process thus requiring modelling to unravel the pressure trace.

Three traces are shown in figure 2 - on-line, off-line and the difference. The on-

line trace is obtained when the laser beam is tuned in wavelength to the Q-branch

and thus represents signal plus noise. The off-line trace is obtained with the laser

tuned off-line to get an estimate of the noise. The difference gives the relaxation

rate. The figure here pertains to a mixture containing 10% methane in argon at

room temperature and 1.2 torr pressure, and the relaxation time is seen to be ap-

proximately 0.6 ms. Analysis is not yet complete, for instance, the origin of the peak

at about 3 ms is unknown.
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ABSTRACT

We report Resonance Enhanced MultiPhoton lonlzation (REMPI) spectra of

NH and ND, which reveal four new electronic states. Transitions from

NH a IA to 3s and 3p Rydberg states in both NH and ND have been observed

and rotationally analyzed. The transitions were observed in the wavelength

range of 258 to 288 nm. The state assignments are : e IH (3sa) at

82857 cm -i, f IH (3pa) at 86378 cm -I, g IA (3p_) at 88141 cm -I, and

h iZ (3p_# at 89151 cm -i

INTRODUCTION

!
|

r

REMPI (Resonance Enhanced MultiPhoton lonization) spectroscopy has

proven to be a useful laboratory tool in obtaining new electronic spectra

of many transient species, i NH in the metastable a IA state was the first

transient to be observed by REMPI. 2 During a search for the REMPI spectra

of N 3 we observed spectra of NH produced from the photolysis of HN 3 . Six

bands which are produced by excitations from the a iA state to vibrational

levels of four new electronic states have been analyzed.

APPARATUS AND METHODS

The apparatus has been described in detail elsewhere. 3 Briefly the NH

a iA was produced by the photolysis of HN 3 (10% in helium) in a vacuum

chamber at 10 -4 Torr. The NH a IA then absorbed two photons to prepare a

Rydberg state, which subsequently absorbed one more photon to ionize. The

ions are extracted into a time-of-flight mass spectrometer and detected. A
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spectrum consists of the ion current of the mass of interest versus the

laser wavelength. The rotational constants w6, B', D', B", D" were

obtained by using a least-squares procedure to fit the observed lines, v_

was set to the value for the a 14 state, after the lower state was

determined to be the a iA state by minlmum J values and rotational

constants. The formula used for the rotational fitting was:

F(J) = v 0 + B[J(J+I)-A 2] - D[J(J+I)-A2] 2

The values of w0 for the a 14 state were obtained from Herzberg 4.

(i)

RESULTS

Spectra were observed from 258 to 288 nm. A typical band is shown in

Figure I. Six bands were observed and assigned. The assignments and least-

squares fits to the data of the rotational constants are shown in Table I.

Table I, Rotational Assignments of NH and ND bands observed from 258 to
288 nm. All transitions are from the a 14 state.

Band

Species and Origin, B D quantum

Transition (cm -I) (cm -I) (103 cm -I) defect

NH e IH(3sa) (0-0)

ND e IH(3sa) (0-0)

NH e 1_(3sa) (i-0)

ND e IH(3sa) (i-0)

NH f iH(3pa) (0-0)

ND f iH(3pa) (0-0)

NH g in(3p_) (I-I)

ND g in(3p_) (i-i)

NH g iA(3p=) (0-0)

ND g _A(3p_) (0-0)

NH h IZ(3p_) (0-0)

ND h iZ(3pe) (0-0)

82 856.76(15)

82 927.60(12)

85 343.38(16)

84 805.43(19)

14.0831(66)

7.5704(42)

13.4451(73)

7.3099(75)

1.680(30)

0.479(10)

1.597(33)

0.413(19)

0.94

86 378.13(13) 14.2281(65) 1.629(33) 0.79

86 456.89(13) 7.7268(45) 0.494(13)

87 419.75(15)

87 746.75(17)

4.188(486)

0.852(40)

13.7490(240)

7.6469(61)

88 140.54(25) 14.9496(146) 2.236(109) 0.70

88 228.76(32) 7.8096(249) 1.403(134)

89 531.25(23) 15.2584(210) 2.077(212) 0.61

89 568.70(22) 8.1510(116) 0.343(77)

The symmetry assignments come from tracing the branches to their minimum J

values. 4 In most cases this uniquely determines the electronic symmetry of

the upper and lower states involved in the transition. The Rydberg
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assignments come from calculating the quantum defect, 6, using the Rydberg

formula:

u00 = IP - R/(n-6) 2 (2)

where vo0 is the state origin, IP is the ionization potential (108800 cm -I

for NH) 5 , R is the Rydberg constant (109737 cm-1), and n is the principal

quantum number (3 in this case). For Rydberg states built on nitrogen

appropriate quantum defects are: ns 0.95 to I.i, np 0.6 to 0.8, nd -0.05

to 0.15. 6

The symmetry assignments are consistent with the possible electronic

states given the Rydberg configurations: For an electron in the 3sa

Rydberg orbital the electronic configuration is a_, which gives rise to IH

and 3N states, of which only the IH state is accessible through allowed

transitions from the a IA state. Similarly a IH state is formed from the

3pa orbital configuration. For the 3p_ orbital the configuration is _,

which gives rise to IZ+, IZ-, and IA states, as well as triplet states.

All of the possible states which are accessible through allowed

transitions have been observed except one of the Z states. The data do not

allow differentiation between the IZ+ and IZ- states. The other Z state

may reside at an energy above the region surveyed.
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APPLICATION TO PLANETARY MOLECULES

TODD M. LANG* AND JOHN E. ALLEN, JR.**

*NASA Graduate Student Researcher, University of Maryland, Dept. of Physics,

College Park, MD 20740
**

NASA Goddard Space Flight Center, Astrochemistry Branch, Code 691,

Greenbelt, M_D, 20771

ABSTRACT

Time-resolved, quasi-cw, intracavity dye-laser absorption spectroscopy is

applied to the investigation of absolute absorption coefficients for

vibrational-rotational overtone bands of water at visible wavelengths.

Emphasis is placed on critical factors affecting detection sensitivity and

data analysis. Typical generation-time dependent absorption spectra are

given.

Experimental Apparatus

The basic experimental apparatus is shown in Figure I. Quasi-cw pumping

of a Rhodamine 6G dye-laser is achieved by passing a 514.5 nm beam from an

argon ion laser through a 25 ns rise/fall time electro-optic modulator. An

output coupler taken from a synchronously pumped dye-laser is used to extend

the cavity to a length of 1.8 meters to accomodate an absorption cell and

other intracavity elements. A 5 micron intracavity pellicie functions as a

tuning element over the broadband Rhodamine 6G dye gain curve. The

intracavity aperture provides significant loss to higher order spatial modes

while allowing the TEM00 mode. Prior to analysis, the dye-laser output is fed

through a neutral density filter to reduce the signal to a level Compatible

with the photomultiplier tube. The beam then passes through a

pseudodepolarizer to eliminate aKy_Poiarization-dependent grating response.

The beam then enters a microprocessor controlled scanning monochromator with a
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resolution of 0.006 nm in first order at 579.1 nm. The dispersed energy is

detected by a photomultiplier tube close coupled to the monochromator. The

signal from the photomultiplier is sent to a boxcar averager which is

connected to the laboratory data acquisition unit that controls the

monochromator. A spectral profile of the dye-laser output intensity and the

attendant absorption dips appears on the video display and can be manipulated

and/or plotted on a digital plotter. The boxcar and the electro-optic

modulator are both driven by the same digital delay generator which provides

picosecond accuracy. The delay allows the time position of the boxcar gate to

be adjusted prior to data acquisition. In this way, it is possible to study

the spectral intensity distribution of the dye-laser as a function of the

generation time.

Theory

Intracavity dye-laser absorption has been shown to follow a modified

Beer-Lambert type relationship and has demonstrated enhancements as great as a

factor of i00,000 over conventional (extra-cavity) techniques. This is due

to three main effects: the multipass effect, mode competition, and the

threshold effect. Since the output coupler is highly reflective, photons

make many passes through the cavity before being transmitted; this increases

the likelihood of absorption by an intracavity sample. Mode competition is

fostered by the homogeneous broadening of the dye gain; an added frequency

selective loss due to an absorber allows all of the unaffected modes to steal

energy away from the affected modes. And finally, when the dye-laser is

operated near threshold, any slight increase in loss can destroy the lasing

ability of the affected modes.

_1 : zz± z: ±z: =

Results and Future Work

:7 7 -

Typical absorption spectra of weak vibrational-rotational overtones of

laboratory-air water vapor are shown in Figure 2. Quantitative determination

of absolute absorption coefficients for specific lines will be determined in

the near future_
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The design and construction of a low temperature intracavity cell is

currently underway and will be used in the study of certain weak, visible

rotational-vibrational transition coefficients of methane at temperatures

simulating those of the outer planets. Specifically, the band at 619 run will

be studied. Laboratory measurements of this nature are of critical importance

to those modelling planetary atmospheres.

Numerical simulations to determine critical factors affecting the

sensitivity and data analysis of the technique of intracavity absorption

spectroscopy are also underway.

172



N90-26762

METHANE OVERTONE ABSORPTION BY INTRACAVITY LASER SPECTROSCOPY
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ABSTRACT

Interpretation of planetary methane (CH4) visible-near IR spectra, used to develop models

of planetary atmospheres, has been hampered by a lack of suitable laboratory spectroscopic data.

The particular CH4 spectral bands are due to intrinsically weak, high overtone-combination

transitions too complex for classical spectroscopic analysis. The traditional multipass cell approach

to measuring spectra of weakly absorbing species is insufficiently sensitive to yield reliable results

for some of the weakest CH4 absorption features and is difficult to apply at the temperatures of

the planetary environments, t'] A time modulated form of intracavity laser spectroscopy (ILS), has

been shown to provide effective absorption pathlengths of 100 - 200 km with sample cells less

than 1 m long. The optical physics governing this technique and the experimental parameters

important for obtaining reliable, quantitative results are now well understood, t2] Quantitative data

for CH+ absorption obtained by ILS have been reported recently, t3] Illustrative ILS data for CH4

absorption in the 619.7 nm and 681.9 nm bands are presented. New ILS facilities at UM-St. Louis

will be used to measure CH, absorption in the 700 - 1000 nm region under conditions appropriate

to the planetary atmospheres.

INTRODUCTION

CH, absorption features in the visible-near IR spectra of the outer planets and their major

planets provide some of the most important diagnostic data for the atmospheres of those bodies.

With the possible exception of the 614-624 nm region, however, laboratory data appropriate for

properly interpreting the planetary observational data are unavailable, t4_ Data from measurements

made with long, multipass White cells are usually used. These have provided only room

temperature absorption coefficients at pressures largely dictated by detection sensitivities since it

is experimentally difficult to employ this approach under conditions applicable to the outer

planets, t'+ Smith and coworkers ts have used photoacoustic absorption spectroscopy (PAS) to obtain

temperature dependent (77-300 K) pressure broadening coefficients for prominent vibration-rotation

lines in the CH4 619 nm and 682.5 nm absorption bands and relative absorption coefficients for

173



the 604-627 nm region. Absolute line intensity measurements can be obtained by PAS only

indirectly, however, and with the assumption that nonradiative quantum yields are constant over

a given wavelength region, tm Computation of the temperature dependence of the CH+ visible-near-

IR absorption spectrum has not been possible to date and does not seem likely in the foreseeable

future, rn Consequently, in models of the albedo spectra of the planetary bodies, it has been

necessary to adopt mostly room-temperature laboratory data for the CH+ absorption coefficients.

This has impaired the precision to which the structure and dynamics of the planetary atmospheres

can be constrained.

A time-modulated form of intracavity laser spectroscopy (ILS) has been adopted recently

to measure CH+ absorption coefficients at the range of cryogenic temperatures of the planetary

environments. When properly implemented, ILS has been shown to provide true, quantitatively

accurate absorption line strengths and profiles. For example, ILS data for weak, visible H20 and

02 absorption bands t"l are in excellent agreement with data obtained by other methods such as

with the FT spectrometer associated with the McMath Solar Telescope at Kitt Peak, Arizona.

EXPERIMENTAL

Sensitivity enhancement factors > 10+ corresponding to absorption pathlengths of 100's km

have been achieved with ILS lasers, t21 In ILS, enhanced sensitivity for measuring absorption

spectra is obtained by placing the absorbing species inside the cavity of a longitudinally multimode

laser. The ILS laser is operated just above threshold in a time resolved, quasi-CW fashion.

: Absorptions by intracavity species constitute losses within the laser resonator and alter the

+ competition that occurs as the modes of the laser resonator cavity compete for gain. The

absorption spectrum of the intracavity absorber becomes superimposed on the output of the ILS

laser and can be measured by dispersing the output of the laser and observing its spectral profile

at a well-defined time, the generation time t, (~10 "+seconds), after the onset of ILS laser operation.
i

The enhanced detection sensitivity obtained by ILS has been accounted for by the effect of

+ i_itracavity mode competition, tS_m It has been shown that when the ILS laser is operating close

to threshold t2"1'_and within certain boundary conditions of absorption strength and t_ values, the

absorl_ance data obtained by ILS obey a Beer-Lambert relationship, rSAtn The averaged, time-

resolved spectrum observed by ILS is given by

+

ln[Io(v)/I(v)] = k(v) ¢(v) N(//L) c t, (I)
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whereIo(v) is the intensity of the laser at spectralfrequencyv in the absence of intracavity

absorption, I(v) is the intensky of the laser at v when there is intracavity absorption at v, k(v) is

the intensity of the absorption line, (_(v) is the normalized absorption line profile, N is the number

density of the intracavity absorber, l/L is the fraction of the laser resonator cavity occupied by

the absorber, c is the velocity of light, and (//L)ct s is the effective absorption pathlength. The

sensitivity and dynamic range of ILS measurements can be controlled, therefore, by adjustment

of t_. In practice, it is found for ILS systems based on dye lasers that equation (1) applies for

ts values up to 300 - 500 I_s.t2"l°13J Mechanical instabilities in the resonator cavity impose an upper

limit on the value of t_ that can be used. tl°J There also exist limits to absorptivity beyond which

equation (1) is not a good representation of the absorption. Detailed descriptions of the

instrumentation have been provided elsewhere, tt_

RESULTS AND FUTURE WORK

Illustrative temperature dependent ILS data for the weakest CH4 band distinguishable in the

long pathlength absorption spectra obtained by Giver, tll are presented in Fig. 1 where they are

compared with pressure dependent ILS data for the CH4 619 nm band recorded at room

temperature. The data are presented in the form of spectral profiles of the ILS laser's broadband

output, which consists of a Gaussian spectral distribution on which is superimposed the spectral

features due to an intracavity absorber. Control and precise specification of sample conditions

were not possible in some of the measurements because the gas cell was improvised and sample

pressures varied dramatically when temperatures were near the CH4 phase transition temperatures.

The series of profiles shown in Fig. 1 reveal pronounced variations in the intensity distribution

within the 681.89 nm feature with changes in temperature and pressure. These data are in

complete accord with corresponding PAS results recently submitted for publication, tr*3 In contrast

to this, the most prominent line in the 619 nm cn 4 band (i.e., 619.68 nm) shows nothing like this

degree of variation as pressure and temperature conditions are altered. Line strength and self-

broadening coefficients obtained by ILS for the 619.68 nm line of CH4 at room temperature have

been reported recently, r_l Since the instrumental resolution employed in these studies (0.18 cm _)

is significandy broader than the absorption line-width (Doppler half-width = 0.025 cm_), line

intensity and line-width information were obtained using the curve of growth method, t_ An

illustrative curve of growth, obtained for the 619.68 nm line of CH4, is presented in Fig. 4 of Ref.

3. The validity and accuracy of the approach were first verified by establishing that line strength
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and line shape parameters for well studied lines of the 02 7 band replicated results obtained by

other workers using ILS and other methods. Stoeckel and coworkers, tgl using much higher spectral

resolution (0.18 cml), have determined absorption line strength and width parameters by fitting ILS

data directly to Voigt profiles.

Plans are that new, recently installed ILS equipment at UM-St. Louis be used in obtaining

quantitative absorption data for methane absorption bands in the 700-1000 nm region for the range

of of conditions applicable to the atmospheres of outer planetary bodies. Special attention will

be given to determining the absorption parameters for the relatively weaker bands and for the

inter-band regions of pseudo-continuum absorption. Models of planetary atmospheres based on

conventional laboratory measurement show the most severe discrepancies in these regions. It is

hoped that the current dye-laser based ILS system can be enhanced by the addition of a Ti:sapphire

laser which in addition to providing superior performance and convenience of operation over dye

lasers in the near-IR, have intrinsic advantages over dye lasers when utilized in ILS applications.

ACKNOWLEDGEMENT: The illustrative ILS spectral data reported here were obtained at the
University of Arizona while the author was a post-doctoral research associate of Prof. G.H.

Atkinson. The first of the data was recorded in August of 1986.

.

2.

3.

4.

.

6.

7.

8.

,

10.

11.

12.

13.

14.
15.

L.P. Giver, J. Quant. Spectrosc. Radiat. Transfer 19, 311 (1978).
P.E. Toschek and V.M. Baev, Lasers, Spectroscopy and New Ideas, edited by W.M. Yen

and M.D. Levenson (Springer Verlag, Berlin, 1987), pp 89-111.
P.V. Cvijin, J.J. O'Brien, G.H. Atkinson, W.K. Wells, J.I. Lunine and D.M. Hunten, Chem.

Phys. Letters 159, 331 (1989).

For example, (a) R.A. West, P.N. Kupferman and H. Hart, Icarus 61, 311 (1985); (b) K.H.
Baines and LT. Bergstralh, Icarus 65, 406 (1986); (c) K.H. Baines and W.H. Smith, Icarus

(in press).
(a) C.E. Keffer, C.P. Conner and W.H. Smith, J. Quant. Spectrosc. Radiat. Transfer 35, 495
(1986); (b) W.H. Smith, C.P. Conner and K.H. Baines, Icarus (submitted).

A.C. Tam, Rev. Modern Phys. 58, 381 (1986).
M.W. Crofton, C.G. Stevens, D. Klenerman, J.H. Gutow and R.N. Zare, J. Chem. Phys. 89,
7100 (1988).
(a) F. Stoeckel, M.A. Melieres and M. Chenevier, J. Chem. Phys. 76, 2191 (1982); (b)

M.A. Melieres, M. Chenevier and F. Stoeckel, J. Quant. Spectrosc. Radiat. Transfer 33, 337
(1985).

E.N. Antonov, A.A. Kachanov, V.R. Mironenio and T.V. Plakhotnik, Opt. Commun. 46,
126 (1983).

F. Stoeckel and G.H. Atldnson, Appl. Opt. 24, 3591 (1985).
Yu. M. Ajvasjan, V.M. Baev, V.V. Ivanov and S.A. Kovalenko, Sov. J. Quantum Electron.

17, 168 (1987).

N. Goldstein, T.L. Brack and G.H. Atkinson, Chem. Phys. Lett. 116, 223 (1985).

H. Atmanspacher, H. Scheingraber and M.V. Baev, Phys. Rev. A 35, 142 (1987).
J.J. O'Brien and G.H. Atkinson, J. Phys. Chem. 92, 5782 (1988).

P.A. Jansson and C.K. Korb, J. Quant. Spectrosc. Radiat. Transfer 8, 1399 (1968).

177



i



CHEMICAL KINETICS

INVITED

AND

CONTRIBUTED

PAPERS



i

t

t

t--

i

t .

i

i
i

I 2:2
IX2



N90-26763

CHEMICAL KINETICS AND MODELING OF PLANETARY ATMOSPHERES
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California 91125

ABSTRACT

A unified overview is presented for chemical kinetics and chemical modeling in

planetary atmospheres. The recent major advances in our understanding of the chemistry of the

terrestrial atmosphere make the study of planets more interesting and relevant. A deeper

understanding suggests that the important chemical cycles have a universal character that

connects the different planets and ultimately link us together to the origin and evolution of the

solar system.

The completeness (or incompleteness) of the data base for chemical kinetics in planetary

atmospheres will always be judged by comparison with that for the terrestrial atmosphere. In the

latter case, the chemistry of H, O, N, and CI species is well understood. S chemistry is poorly

understood. In the atmospheres of Jovian planets and Titan, the C-H chemistry of simple

species (containing 2 or less C atoms) is fairly well understood. The chemistry of higher

hydrocarbons and the C-N, P-N chemistry is much less understood. In the atmosphere of

Venus, the dominant chemistry is that of chlorine and sulfur, and very little is known about CI--S

coupled chemistry.

A new frontier for chemical kinetics both in the Earth and planetary atmospheres is the

study of heterogeneous reactions. The formation of the ozone hole on Earth, the ubiquitous

photochemical haze on Venus and in the Jovian planets and Titan all testify to the hnportance of

heterogeneous reactions. It remains a challenge to connect the gas phase chemistry to the

production of aerosols.
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IN'I_ODUCTION

In this review I will give a highly personal overview of chemical modeling in planetary

atmospheres. I will show why it is interesting, important, and exciting. I will also suggest how

laboratory kinetics studies can make this enterprise more interesting, important, and exciting.

No attempt is made to survey the field. The interested reader may pursue a particular subject

more deeply by reading the references.

In the beginning, Nature in her infinite kindness gave us matter. This is designated by

the box "origin" in Figure 1. The distribution of various elements is not arbitrary, but is

determined by a cosmic yardstick called the cosmic abundance, as shown in Table 1. This table

is the result of synthesizing recent observations of the sun and CI chondrites, but the results are

believed to be representative of the cosmos at large.

Nature manifested her kindness again in giving us chemical kinetics, the time rate of

chemical reactions. Once determined in the laboratory (or computed accurately enough), a

kinetic rate coefficient sets the absolute yardstick governing the rate of transformation of one

species into another. Why is this so important? I will illustrate my view by a quote from Robert

Emden:

As a student, I read with advantage a small book by F. Wald entitled
"The Mistress of the World and her Shadow'. These meant energy and

entropy. In the course of advancing knowledge the two seem to me to
have exchanged places. In the huge manufactory of natural processes,
the principle of entropy occupies the position of manager, for it dictates
the manner and methods of the whole business, whilst the principle of

energy merely does the bookkeeping, balancing credits and debits.

Now read the sentences again after substituting the words "energy" and "entropy" by "chemical

species" and "chemical kinetics", respectively.

As an illustration of the above ideas, consider the relative abundance of C and O in Table

1. As given in this table the ratio C/O is 0.42 making C slightly less abundant than O in the solar

nebula. This implies that CO would be the dominant form of carbon in the solar nebula. Its

subse_quent reduction to CH 4 would depend on the kinetic rate of the reduction reactions, the rate

of mixing in the nebula, and the lifetime of the nebula. Now there is sufficient uncertainty in the

C/O ratio that the possibility C/O > 1 cannot be ruled out. In this case CO might not be the

dominant form of carbon. Additional reservoirs of carbon (such as graphite) could exist. In this

case the reduction of carbon to CH 4 could happen more readily. We can start to appreciate the

importance of just a little difference in the relative abundance of chemical species at the time of

the origin of the solar system, and the rate of interconversion of these species.
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TABLE 1

SoiK-Sysmm Abundances of the Fu-st 35 Elements, Based on Meteorites (Atoms/10 s Si)

Element Abundm_

1 H 2.79 x 10 to
2 He 2.72 × 109
3 Li 57.1
4 Be 0.73
5 B 21.2
6 C 1.01 x l07
7 N 3.13 x 106
80 2.38 x 107
9 F 843
10 He 3.44 x 106
t I Na 5.74 x lO4

12 Mg 1.074 x 106
13 AI 8.49 x 104
14 Si 1.00 x 106
15 P 1.04x 104
16 S 5.15 x 105
17 CI 5240
18 Ar 1.01 × 105
19 K 3770
20Ca 6.1 x lO 4
21Sc 34.2
22 Ti 2400
23 V 293
24 Cr 1.35 x 104
25 Mn 9550
26 Fe 9.00 x 105
27 Co 2250
28 Hi 4.93 x 101
29 Cu 522
30Zn 1260
31 Ga 37.8
32Ge 119
33 As 6.56
34 Se 62.1
35 Br 11.8

=
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Figure 1 gives the intellectual framework in which our field of study is imbedded. The

unifying theme that ties the planets in the solar system is "origin" -- we all share a common

origin, about 5 billion years ago. The subsequent divergence in the solar system is attributed to

evolution. Now the time rate of change becomes crucial and this is where the chemical cycles

and their kinetic rates play a pivotal role. The fact that a certain reaction proceeds in a

microsecond rather than in a billion years has the most profound consequences for the speciation

observed in planetary atmospheres. However, the purpose of science is not just to reconstruct

the past or to explain the present. It has a more aggressive motive. That is, to predict the future.

Thus, we are deeply interested in studying the response of atmospheres to perturbations, i.e., the

stability (chemical and climatic) of atmospheres. The exercise is more than academic, because

we now live on a planet whose composition we seriously perturbing in an irreversible fashion.

The answer to the questions we ask will have immediate impact on our welfare and style of

living.

In the following sections, I will highlight the current chemical modeling efforts in

planetary atmospheres from the perspective described in Figure 1, with emphasis on problems

that present new challenges and opportunities to chemical kinetics.

EARTH

Earth is a planet and comparative studies between the terrestrial atmosphere and

planetary atmospheres are interesting for at least two reasons. First, although the chemical

species and their interactions in planetary atmospheres exhibit bewildering richness and variety,

we note with satisfaction that undemeath this apparent diversity is a pattern of simplicity, order,

and unity. The chemical cycles that are important in one planetary atmosphere may also be

important in other planetary atmospheres (as will be seen in subsequent sections). Second,

current modeling of the terrestrial atmosphere is strongly motivated by the need to answer two

very important questions: How stable is the ozone layer to anthropogenic perturbations

(chemical stability, see Fig. 1)? How stable is the global climate in response to a doubling of

CO 2 concentration in the atmosphere (climatic stability, see Fig. 1)? These questions have

analogs in planetary atmospheres, where the physical and chemical parameters are extended over

a much wider range.

The principal constituents of the Earths atmosphere are listed in Table 2. The vertical

profdes of these species are presented in Figure 2. A primary focus of photochemical modeling

in the terrestrial atmosphere is stratospheric 03, formed by the photolysis of O 2,

O2+hv _ O+O (R1)
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TABLE 2

The composition of dry air

Fractioa by
volume ;- the

Mo_.ode tropoq_h_e C_mmcats

Nz 7.8084 x 10-j Photochemical dissociation high

in the ionosphere; mixed at
lower levels

02 2.0946 x 10 -I Photochemical dLssociation above 95 km;
mixed at lower levels

A 9.34 x 10 -3 Mixed up to I I0 kin; diffusive separation
above

CO 2 3.45 × !0-4 Slightly variable; mixed up to 100 kin;
dissociated above

CH4 1.6 x 10 -6 Mixed in troposphere; dissociated in

mesospher¢

N20 3.5 x 10 -7

CO 7 x I0-'

!

/

Oj -- I0-e

C'FCI 3 and l-2x I0-m

C-'FzOa

L

F

I
!
l

!
_i

Slightly variable at surfaoc; dissociated in

s;ratospher¢ and mesosphcre

Variable photochemical and combustion

product

Highly variable; photochemical origin

Industrial origin; mixed in troposphere,
dissociated in stratosphere
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O + 02 + M _ 03 + M (R2)

In a pure oxygen atmosphere, 03 is removed by reacting with O,

03+O ---) 202 , (R3)

with kinetic rate coefficient k 3 = 8.0 xl0 -12 e-2060/T cm 3 s -1. At stratospheric temperatures

(-250 K) k 3 = 2.1 x 10-15 cm 3 s-l. This is a very slow reaction indeed. It should be noted that

ifk 3 wereas high as 1 × 10- II cm 3 s-l, we would have an ozone layer about 1% of the current

layer, and all the anthropogenic perturbations would be utterly trivial. However, because the

pure oxygen reactions are so inefficient for destroying 03, this gives rise to a number of catalytic

mechanisms for removing 03,

0 3+X _ XO+O 2 (R4)

XO+O --4 O2+X (RS)

net 03 + O ---) 202 , (I)

where X = OH, NO, CIO, or BrO. The reactive species "X" are supplied by source molecules in

the troposphere such as H20, CH4, N20 , CFC13, CF2C12, CH3C1 , CH3Br. Since the tropospheric

concentrations of CH 4, N20, CFC13, CF2C12, and CH3Br are increasing due to industrial and

agricultural activities, this would result in a depletion of the 03 layer. The consequences can be

quantitatively predicted using measured rate coefficients for the appropriate reactions. This

predictive capability of current models lead M.B. McElroy to announce "Give us the perfect rate

constants, and we will compute the perfect answer." It is a triumph of chemical kinetics and

photochemical models that there is satisfactory agreement between the observations and models.

I will not say more about CO 2 and climatic change mainly because CO 2 is regulated by

ocean chemistry and biochemistry. This is still chemical kinetics in a generalized sense, but it is

remote from this corrmaunity. I will, however, say something about photochemical aerosols and

their impact on climate. Volcanoes inject large quantities of SO 2 into the stratosphere, where it

is oxidized by

SO 2 + OH --) SO 3 + H (R6)

H + 02 + M --+ HO 2 + M (R7)

HO 2 + 03 -+ 202 + OH (R8)

SO 3+H20+M _ H2SO 4+M (R9)
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SO2 + 03 + H20 .-) H2SO 4 + 02 (11)

(Note that HO x is used as catalyst and not consumed. The amount of H20 consumed is

negligible.) The presence of this photochemical aerosol can affect the UV radiation field in the

stratosphere and troposphere, and the thermal radiation budget of the atmosphere. The current

kinetics suggests that the oxidation of SO 2 to sulfate is fairly rapid, and aerosol formation is

completed in less than three months. There are indications that these aerosols may provide sites

for heterogeneous reactions in the stratosphere, such as denitrification, and decomposition of

CIONO 2 into more reactive species such as

CIONO 2 + H20 --) HOC1 + HNO 3 (sequestered) (R10)
aerosol

analogous to what is believed to be taking place in the Antarctic 0 3 hole in springtime. I would

like to point out that the study of heterogeneous reactions is the frontier of chemical kinetics, and

these reactions now appear to be important in planetary atmospheres and the solar nebula.

MARS

The composition of the atmosphere of Mars is given in Table 3. CO 2 is the principal

constituent, followed by N 2, At, H20, 02, CO, and 03. In the upper atmosphere (-100 km), H,

O, as well as ionic species have been detected. The atmosphere is thin, with surface pressure

equal to 5.5 mb (4.2 Torr). The mean surface temperature is 220 K, close to the equilibrium

temperature of 216 K. (This means that there is no "greenhouse effect" to make the surface

warmer.)

The central theme of the photochemistry of the Martian atmosphere is CO 2 stability. The

problem can be stated very shnply as follows. CO 2 photolyzes readily with absorption of UV

radiation _, < 2300 A,

CO 2 + hv ----> CO + O(1D) (Rlla)

---> CO + O (R 11 b)

O(ID)+M ---> O+M (R12)

Regardless of the initial state of O in Rt 1, the ultimate product is always CO and O in the

ground state (3p). The recombination of CO and O is spin forbidden

CO+O+M ---> CO2+M (R13)
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TABLE 3

PrincipalConstituentsin theMartian Atmosphere

Species Volume mixing ratio

CO 2 0.9.532
N 2 2.7 ><10-2
A 1.6x 10- 2

H20 3.3 x 10 -3
O,_ 1.3 × 10- 3
CO 7x 10--4

0 3 5 × 10- 8

Table 4

Comparison of some important features of the stratospheres of Earth and Venus.

Feature Earth Venus

Altitude (km) 20--40 60-80
Pressure (mbar) 100-5 300-5

Temperature (K) 200-250 270-200
Mixing ratios of major constituents

N2 78.1 percent 3-4 percent
02 21.0 percent < 1 x 10 -6

Ar 0.93 percent 0.01 percent
CO2 0.03 percent 96 percent

Mixing ratios of minor constituents
Total chlorine 2.3 x 10 -9 4 × 10 -7

Total sulfur - i × 10 -9 _ 2 x l0 -6

Total NO_ 2 x l0 -8 -< 3 x l0 -8
Water - 5 × l0 -6 1-30 x l0 -6
Methane - 1 x l0 -6 - 0

Hydrogen 0.5 × l0 -6 Unknown*
N20 0.25 × 10 -6 _ 0
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with ratecoefficientk13= 6.5x 10-33e-2184/Tcm6s-1. At 220K, k13= 3.2x 10-37cm6 s-l, a

very slow rateconstantindeed. Thechallengethenis to explainthe low abundancesof CO and
0 2 in Table 3, sincethey could all be generatedin less than 103years. The resolutionof the

problem lies in the traceanaountof H20 in the atmosphereas listed in Table 3. Photolysisof

H20 producesOH andH radicals(HOx),which catalyzetherecombinationof CO andO,

CO + OH --) CO2+ H (R14)

H+O2+M --_ HO2+M (R15)

O + HO 2 ---) OH + 02 (R16)

net CO + O --_ CO 2 (HI)

The results of a photochemical modeling incorporating the chemical cycle (III) are shown in

Figure 3. Three things are noteworthy: (a) The stability problem was solely "created" by the

fact that k13 is so small. If k13 were as large as 1 x 10 -31 cm 6 s-1, the direct recombination of

CO and O could account for the low concentrations of CO and 0 2 on Mars, and there is no need

to invent cycle l/I. (b) This cycle, fu-st identified for the Martian atmosphere, is important in the

terrestrial mesosphere and thermosphere. The crucial reaction CO + OH is known to be

important also in the terrestrial troposphere and the atmosphere of Titan. (c) The abundance of

the reactive radical OH in the atmosphere is of the order of 105 molecules cm -3, and yet it exerts

a major control over the composition of this atmosphere via catalytic cycle (III). This is an

illustration of the beauty, subtlety, and extraordinary power of photochemistry.

The field of Martian photochemistry reaches its apex through the early work of Hunten

and the later classic studies of McElroy and Donahue, with kinetics data on HO x chemistry being

supplied by DeMore and Kaufman. Since HO x chemistry is a very well defined subject

nowadays, it is hard to envision any breakthrough, except perhaps for one loose end. The

reaction

has been well studied.

H + HO 2 ---) 2OH (R17a)

---) H20 + O (R 17b)

--) H 2 + 02 (Rl7c)

The rate constant k17 = k17 a + k17 b + k17 c = 8.1 x 10-11 is known to

within 30% with no temperature dependence. However, the branch R17c is poorly known:
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kl7c/kl7 = 0.08 + 0.04. This branch is important for the evolution of the Martian atmosphere

because it is the primary source of H2, and H 2 is the major carrier of hydrogen from the surface

to the exosphere to fuel the escape of hydrogen from Mars (H20 does not reach the top of the

atmosphere due to condensation at high altitudes). A better determination of this branch of R17

would constrain the escape rate of hydrogen from Mars. Incidentally, this branch also has an

impact on the HO x chemistry in the terrestrial mesosphere and the escape of hydrogen.

Recent revival in our interest for Martian photochemistry (after the field was perfected

and closed by the brilliant pioneers) was motivated by progress in heterogeneous chemistry

associated with the Antarctic ozone hole. It was recognized that ice particles (H20) could

denitrify the Martian atmosphere, and that on average, the molecules in the Martian atmosphere

collide with a dust grain (mainly silicate) every 103 sec. Therefore, heterogeneous chemistry

may play a hitherto unsuspected role in the Martian atmosphere. Is it possible that

N205, NO 3 + ice _ HNO 3 (R18)

or CO+O _ CO 2 ? (R19)
dust

Is it possible to sequester large amounts of NO x on the surface of Mars via RI8? This is a

unique atmosphere in the sense that the "surface" extends into the atmosphere (up to 60 km) via

the ubiquitous Martian dust. These questions can only be answered by a series of well designed

laboratory experiments on the kinetics of the above reactions on ice and dust grains.

VENUS

Although the surface of Venus is 95 bars and at 750 K, it is of little interest to

photochemistry due to the lack of UV photons. The part of the atmosphere of Venus that is most

interesting to us is the stratosphere region, where the physical conditions are comparable to the

terrestrial stratosphere. As shown in Table 4, the chemical composition also has striking

similarity to the Earth's due to the presence of chlorine and sulfur on both planets.

Since the atmosphere is primarily composed of CO 2, the stability problem first discussed

on Mars is more serious here. The mixing ratios of CO and 0 2 are even lower than those on

Mars. Catalysis by chlorine was fmaUy recognized as the key to the resolution of the stability

problem. The atmosphere contains 4 x 10--7 HC1, which readily photolyzes in the UV,

HC1 + hv -+ H + C1 (R20)
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releasing the reactive CI radical. Subsequent reactions may be summarized by the cycle

CI + CO + M ---) C1CO + M (R21)

C1CO + 0 2 + M --_ CICO 3 + M (R22)

C1CO 3 + O ---) C1 + CO 2 + 0 2 (R23)

net CO+O --) CO 2 (IV)

The stratosphere of Venus also contains huge amounts (by terrestrial standards, see Table

4) of SO 2. Oxidation of SO 2 to sulfate is again readily catalyzed by C1

C1 + SO 2 + M --4 C1SO 2 + M (R24)

C1SO 2+O 2+M _ C1SO 4+M (R25)

C1SO 4 + CI _ C10 + CISO3" (R26)

C1SO3. _ C1 + SO 3 (R27)

SO 3+H20+M _ H2SO 4+M (R9)

C1 + SO 2 + 02 + H20 --_ H2SO 4 + CIO (V)

Note that the oxidation of SO 2 provides an effective sink for 0 2 on Venus. The photochemical

aerosols generated by (V) have profound consequences for the planet. First, they completely

envelope the planet with a white scattering cloud, increasing the planetary albedo and filtering

out most UV radiation. Second, they dry the upper atmosphere (since H2SO 4 is hydroscopic).

Figure 4 shows the vertical profiles of the most important minor species in the

stratosphere. The photochemical model is based on the chemistry summarized by Scheme IV.

Needless to say, much of the kinetics associated with cycles IV and V remains to be studied in

detail. In general, the photochemistry of sulfur species is poorly known, due in part to the

difficulty of handling sulfur compounds in the laboratory. Major uncertainty exists, for example,

on the quantum yield of predissociation for SO

SO+hv _ SO* _ S+O (R28)
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This molecule has recently been detected on Venus. It is produced from SO 2 photolysis. The

analogous reaction (R1) predissociates 100% in the Schumann-Runge bands. However, the

lifetime of SO* is nanoseconds, whereas that for 02* is picoseconds. Therefore, it appears that

the quantum yield for photolysis may be considerably less than unity. A careful laboratory

experiment monitoring the fluorescence of SO* would be able to determine the quantum yield.

Why is this reaction important? It can drive a cycle for breaking the O--O bond,

SO+hv ---> S+O (R28)

S+O 2 _ SO+O (R29)

net 02 ---) 20 (VI)

In addition, R28 is a source of S atoms, and ultimately of polysulfur (Sx), which is a leading

candidate for the unidentified UV absorber on Venus. (A similar mechanism using S x has been

suggested for shielding the primitive Earth from UV radiation -- sort of a primordial UV shield

without 03.) I will leave it as a challenge to the laboratory chemical kineticist to settle this issue.

JOVIAN PLANETS

The chemistry of the giant planets, Jupiter, Satum, Uranus, and Neptune, has a distinct

character of their own. Tables 5a,b summarize the composition of the atmospheres of Jupiter

and Saturn, respectively. Very little is known about the atmospheres of Uranus and Neptune and

this knowledge is summarized in a comparative study with the other planets in Table 5c. The

chemistry is completely dominated by the huge amount of H 2 present in these atmospheres. The

abundance of other elements roughly follows that of cosmic abundance (see Table 1).

The questions of chemical stability and evolution, which are the compelling themes in the

atmospheres of the inner planets, do not concern us here. The giant planets have undergone little

or no evolution since formation, and whatever disequilibrium in speciation produced in the upper

atnmsphere is ultimately restored to thermodynamic equilibrium in the planetary interiors, where

the pressures and temperatures exceed 1 kilobar and 103 K, respectively. Therefore, the

observed chemical composition of these atmospheres represents a "tug-of-war" between

photochemistry (driven by the sun) and thermodynamics (drive by interior heat left over from the

time of formation of the planets). A schematic diagram showing the recycling of hydrocarbons

between the upper atmosphere and the planetary interior is shown in Figure 5a for Satum, but

this figure applies to all the other giant planets.
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TABLE 5a

Composition of Jupiter's Atmosphere

Constituent Volume mixing ratio

H 2 0.89
He 0.11

CH 4 1.75 x 10-3
2 x 10-8

C2H2
C2H 4 7 x 10- 9

5 x 10-_C286
CH3C2H 2.5 x 10- 9

C6H 6 2 x 10- 9

CIqHI_D 3.5x 10-'1.8 x 10 -.4
6× 10- 7PH

Gelid4 1-30 x 10 -67 x 10-10

CO 1-10 x 10- 9

Table Sc

OBSERVED ABUNDANCES OF SIMPLE HYDROCARBONS

CH4 Carte C2H2

Jupiter 1.75 x 10-3 5x 10-8 2x 10"s

Saturn 1.76x 10`3 4.8x 10.-8 1.1x t0`7

"l-dan 1..3x 10-2 2x 10-5 2x 106

Uranos < 3 x 10-6 < 1x 10 -8 8 x 10 -9

Neptune 1-10 x 10 3̀ 2 x 10"e 1x 10-8

TABLE 5b

Composition of Saturn's Atmosphere

Constituent Volume mixing ratio

H 2 0.94
He 0.06

CH 4 1.75 x 10- 3
C2H 2 1.1 x 10 -7

C)_H_ 4.8x 10 -6
2.3 x 10- 7
2x 10 -7

C_ 2 x 10- 9

H20 1 x 10- 7

Table 5(I

GEOMETRIC ALBEDO AT 3075 A

J_or

Saturn

"l'Ran

Uranus

Neptune
Mars

Venus

Conserva6vo
Iso¢'o_c

Conse_atk, e
Ray_O.Sca.o¢_O

0.25

0.3

0,054

0.5

0.5

0,15

0.3

0.69

O.80
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The dominant theme of the chemistry of the outer solar system is organic synthesis.

Since CH 4 is an abundant source molecttle, its breakdown leads to a large number of simple

organic compounds, such as C2H6, C2H4, and C2H 2. Since the pioneering work of Strobel, the

chemistry of CH 4 conversion to C 2 (containing two carbon atoms) compounds is fairly well

understood. Figure 5b shows the results of a photochemical model for the simple hydrocarbons

on Jupiter. But there remains the challenge to quantitatively account for the difference in C2H 6

to C2H 2 ratio in the outer solar system (see Table 5c). This ratio is predicted by current models

is about unity, and should be compared with the observed values-100 for Jupiter and Satum.

The most important chemical input in the photochemical model is the rate coefficient for

chemical reactions, k(T, P). In general, this quantity is a function of temperature (T) and

pressure (P). To be useful for application to planetary atmospheres, we must know k(T, P) for

the ambient atmospheric environments. Typical values for P varies from 1 to 10 -9 bars, and T

ranges from 300 K in the inner solar system to less than 100 K in the outer solar system. Since

the bulk of chemical kinetics data is related to work on combustion (at higher temperature and

pressure), it remains a challenge to extract useful information from the combustion literature and

apply them to the planetary atmospheres. In addition to T and P dependence is the important

evaluation of k(T, P) for the different product channels. We have reasons to believe that the

hydrocarbon chemistry may still be incompIete or improperly extrapolated to low temperatures.

As most reactions involve transfer of an H atom, extrapolation of a rate constant based on

activation energies measured at high temperatures may be disastrous due to the possibility of H

atom tunnelling (because it is so small) at low temperatures.

But looking at Table 5d, we may perceive that Nature is hinting at a more imaginative

solution to the C2H6/C2H 2 ratio problem. We note that at 3075 ,/k, Jupiter and Saturn are quite

dark whereas Uranus and Neptune are much brighter, and Titan is extremely dark (I also show

Mars, Venus, and theoretical models for comparison). Something other than Rayleigh scattering

is going on in these atmospheres. The UV absorption is believed to be caused by photochemical

aerosols made from hydrocarbons (the Axel-Danielson dust). It is most likely that the

hydrocarbon haze is made from C2H 2 and not from C2H 6 since we know that C2H 2 but not C2H 6

can polymerize in the laboratory experiments. Suppose there is a photopolymerization reaction

that rum C2H 2 into more complex hydrocarbons,

C2H 2 + hv

C2H2" + C2H 2

C2H2" + C2H 4

-_ C2H2' (R30a)

-_ C4H 4 (R30b)

-_ C6H 6 (R30c)
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As the carbon number increases, the saturated vapor decreases, and the excess gas molecules

would form aerosols. This would kill two birds with one stone. It provides a sink for C2H 2, thus

raising the value of the ratio C2H6/C2H 2 in the model to agree with the observations, and at the

same time create more UV opacity to explain the lower albedo of Jupiter and Saturn relative to

Uranus and Neptune. The detailed chemical kinetics of C2H 2 polymerization remains a

challenge to the laboratory chemist. I would not be surprised if it turns out to be related to soot

formation in combustion of hydrocarbons.

The presence of the ubiquitous Axel-Danielson dust in the outer solar system has a

profound consequence on the climatology of these planets. A large amount of solar energy is

absorbed by these aerosols, creating a thermal inversion. (A similar process takes place in the

terrestrial stratosphere where UV radiation is absorbed by 03.) The thermal inversion inhibits

transport between the stratosphere and the troposphere. This means that the aerosols have an

even longer lifetime in the stratosphere, absorbing more solar energy. Hence, the feedback is

positive. One can imagine a clear and turbulent stratosphere with little aerosol content, and that

would be allowed by the laws of chemistry and physics. Why Nature does not choose this

particular solution for any planet in the outer solar system remains a mystery to me. I hope some

brilliant kineticist or climatologist can take this challenge one day.

A planet like Saturn is surrounded by objects with large volatile content (such as H20 in

the rings and N 2 from Titan). The planet serves as the ultimate "garbage can" for the entire

Saturnian system. The fate of these extraplanetary material in the upper atmosphere of Saturn is

to be converted to the most stable molecules. As shown in Figure 5a, I believe that all oxygen

and nitrogen species would wind up as CO and HCN, respectively. The chemistry is fairly well

understood, thanks to the extensive research in combustion.

Now according to thermodynamics, the planetary interior is also a source of CO and

HCN (produced as products of CH, 1 and H20 equilibrium, and Nit 3 and CH 4 equilibrium,

respectively). A sensitive issue arises as to the lifetimes of CO and HCN as they emerge from

the region of the_0dynamic equilibrium, it was conjectured that the lifetime of CO is

determined by the following reactions,

4(H + CO + M ---) HCO + M) (R31)

HCO + HCO ---) H2CO + CO (R32)

H+H2CO+M _ CH30+M (R33b)

CH30 + HCO _ CH3OH + CO (R34)

CH3OH + H _ CH 3 + H20 (R35)
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CH 3+HCO _ CH 4+CO (R36)

CO+6H _ H20+CH 4

The crucial part of Scheme VII is the reaction R33b forming the methoxy radical.

dominant path of R33 is

(VII)

Actually the

H + H2CO --_ H 2 + HCO (R33a)

which does not lead to the conversion of the carbonyl bond to a single bond (as in CH30).

However, if k33b/k33 a were as high as 1%, it would be significant. Note that it is always

exceedingly hard to convert CO to CH 4 (because C-O is one of the strongest bonds in chemical

kinetics). If this scheme works on the giant planets, it may also be important in the solar nebula,

where a similar problem exists for converting CO to CH 4. Again, the challenge is to the

laboratory kineticist.

In the lower atmosphere of Jupiter and Saturn there is interesting photochemistry

involving NH3, PH3, GeH4, and AsH 3. Very little is known about the chemistry of these

compounds. We do not know, for example, whether P2H4 (produced from PH 3 photolysis) and

N2H 4 (produced from NH 3 photolysis) are stable to UV irradiation in the form of ices. There

may be "mixed" compounds involving C-P and P-N bonds that we currently know little about.

I will only conclude that whoever leads a laboratory investigation in studying these species will

be pioneering the field for planetary atmospheres.

TITAN

Titan occupies a unique position in the photochemistry of the solar system. It is a moon

of Saturn with a massive atmosphere. The important physical parameters and compositional data

are summarized in Table 6 (see also Figs. 6b-d). Note that the surface pressure is 1.5 bar. (This

is a lot more N 2 than at the Earth's surface because T is so low.) In many ways Titan resembles

a small planet in the inner solar system rather than a kin of the giant planets family. In terms of

chemical composition, Titan's atmosphere is intermediate between the highly oxidized

atmospheres in the inner solar system and the Jovian planets with massive amounts of H 2. Both

reducing species H2, CH a, and oxidized species CO 2 are present. Why is Titan so interesting?

Simplicity underlying complexity. The large number of chemical species listed in Table

6 can all be derived from tluee parent molecules, N2, H20 , and CH 4 using known chemical

kinetics. The chemical network connecting these species is presented in Figure 6a. Due to the
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Table 6

Titan

Table 7a

Observed isotopic rscio ddeuzedum fo hydm_ nomudlzed wkh n:Slpea to
d_.lovim *t_dm-d (L6 x 10- ).

Physical or Chemical Data

At the Surface (altitude z = 0):
ru - distance to center - 2575 km
go" gravity = 135 cm s -z
Pa" total pressure = 1.50 bar
To = temperature = 94 K
no = number density - 1.2 × 10--'°cm- 3

Composition of the Troposphere (volume mixing ratio):
N 2 > 0.97
CH4 < 0.03

H z - 0.002

At the Tropopausc (z = 45 kin):
P - 130 mbar
T- 71.4 K
n = 1.1 x 10V%m -3

Composition of the Stratosphere (volume mixing ratio):
CH4ffi l-3x 10 -z
H,- 2.0x 10 -3
CzH _ = 2x 10 -5
C2H: = 2x10 -4
C2H, , =4X10 -7
C3Hx= 2-4x 10 -_'
CH3CzH = 3 × 10 -x
C4H z - 10-s-10 -7
HCN - 2×10 -7
HC3N = 10- x_10- 7
CzN 2 = 10- __10 -7
CO=6xI0 -s

CO 2 = 1.5 × 10 - 9
HzO < 1 × 10 -9
CH 3D detected, abundance not available

Composition of Mesosphere and Thermosphere:
N z- 2.T×10Scm-_at z _1280 km
CH4=l.2x10Scm-3atz=l140km

(mixing ratio _ 0.08)
C,H 2 mixing ratio 1%-2% at z = 840 km
H atoms: disk-averaged Lye airglow - 500 R _

Haze Layers: ......

optical haze z = 300 km
UV haze : = 400 km

body D/H

Iapit,e.r (CH3D) 1

Satm"n (CH3D) 1

Uranus (C$13D) 6

Tkan ((_I3D) 30
l0

Comet Halley (HDO) 4-30

(HDO) l0
Vines(liD, HI)O) tO00

Ivl_ O[VO) 6O

Mea_q*e(o_ic) 5-100

Table 7b

Practional abundances by volume of the major ca.,'boe species in olanemo'

PI_ c02 co CH4

Ea.qh 3.2 x l0 -4 1.7 x 10-? 1.5 x 10-6

Mars 0.95 7 x 10-4 --

Venm 0.96 5 x 1if5 --

lupilet -- 2 x 10-9 1.8 • 10-3

Saturn -- 2x 10-9 4.5 x 10-3

T'_n 1.5 x 10-9 6 x 10-5 2 x 10-2

Coenct 4 x 10-2 0.2 2 x 10.2
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unique ability of carbon to form complex compounds, we can generate more complex

compounds from the simpler ones. For example:

CH 2 + C2H 2 + M --) CH3C2H + M (R37)

Early work on this reaction suggests that R37 is a fast reaction. Recent work indicates

that R37 is much slower (it is spin forbidden). Why is it so easy to synthesize higher

hydrocarbons on Titan? There is a beautiflally simple kinetic reason. UV sunlight provide a

source of radicals. The recombination of organic radicals to form complex organic compounds

is extremely rapid in a place like Titan. For example, the reaction

C2H 5 + CH 3 + M ---) C3H 8 + M (R38)

is believed to have a three body rate constant k38 = 5.6 ×10 -22 cm 6 s-1 in Titan's atmosphere (the

two-body limit is "normal", k = 4.2 xl0 -11 e-200/T cm 3 s-l). Now this is a fantastically large

rate constant compared with that for

O+O2+M --) O3+M (R2)

k 2 = 6 ×10 -34 cm 6 s-1 at 300 K. The reason for the enormous discrepancy between k41 and k 2 is

contained in the framework of RRKM theory. A molecule like C3H 8 has so many degrees of

freedom that the energy of formation can be distributed over the tens of vibrational modes. Thus

the intermediate complex can be stabilized, leading to the formation of C3H 8. However, I should

point out that the kinetic rates of very low pressures (10-3-1 Tort) for associative reactions have

not been well studied experimentally.

A great deal remains to be investigated in the chemical kinetics of Titan's atmosphere.

The important reactions,

C2H + H 2 ---) C2H 2 + H (R39)

C2H + CH4 --) C2H 2 + CH 3 (R40)

C2H + C2H 2 --) C4H 2 + H (R41)

respectively, lead to photosensitized dissociation of H2, CH4, and polyacetylene chain

propagation. There are major discrepancies (factors of 10) for the rate constants of the above

reactions at room temperatures reported in the literature. At lower temperatures, appropriate for
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the outer solar system, there is practically no hfformation. This is an extremely unsatisfactory

situation.

The quantum yield and fragmentation pattems of the hydrocarbons and the nitrile

compounds are poorly known. For example, we do not accurately know the following yields as

a function of wavelengths

C2H 2 + hv

C4H 2 + hv

C2N 2 + hv

--) C2H + H (R42a)

--) C 2 + H 2 (R42b)

---) CnH + H (R43a)

--_ 2C2H (R43b)

•-> 2CN (R44)

Other compounds whose photofragmentation patterns remain to be determined include C3H8,

C4HIo, HC3N, and C4N 2.

Since Titan is a tiny planetary body carrying a massive atmosphere, the atmosphere is not

stable both physically and chemically. Physically, hydrogen species and N atoms produced in

exothermic reactions can escape from the satellite. Chemically there is an inexorable drive

towards the synthesis of complex organic compounds, which are removed from the atmosphere

by condensation at the tropopause, and ultimately on the surface. With the irreversible loss of

hydrogen due to escape from the top of the atmosphere, recycling back to CH 4 is hnpossible.

Therefore, the chemistry represents a one-way evolution towards species with heavier molecular

weight and their permanent sequestering on the surface. For comparison, we note that H escapes

from all the inner planets. Since H20 is the obvious reservoir of hydrogen, this irreversible loss

of hydrogen results in the accumulation of oxygen on these planets. This may be one reason

why their atmospheres are so oxidizing. On Titan the physical and chemical environment is such

that a molecule like CH 4 with H/C ratio of 4 is intrinsically unstable, Evolution would

inevitably lead to the production of more sooty or tarry materials (of low H/C ratio).

The continuing chemical evolution of the atmosphere produces large amounts of dark

photochemical aerosols. As can be seen in Table 5d, Titan is one of the darkest objects in the

solar system in the UV' with geometric a.lbedo less than 5% (geometric albedo (p) = brightness

of planet at zero solar phase relative to a white disk of the same diameter, p = 2/3 for a white

ping pong ball). A thick photochemical haze completely envelopes the satellite. The impact on

the climatology of the stratosphere is similar to that of the 03 layer on Earth, the dust on Mars,

and the unidentified UV absorber (most probably polysulfur) on Venus. However, on Titan,
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thereis anevendeeperchemicalimplication. The sequenceof eventsleadingto thecurrentstate

of theatmosphereis asfollows:

1. Photolysisof CH4in themesosphereleadsto aproductionof C2H2andC2H4.

2. C2H2 abundancebuildsup in thestratosphere.

3. Photosensitizeddissociationof CH4 becomesimportant,producingC2H6,polymers,

andaerosols.

4. Sunlightabsorptionby aerosolsleadsto thermalinversion,dynamicstability.

5. Stratospherebecomesmorestable,resultingin afurther increaseof the abundances

of higherhydrocarbonsandleadingbackto step3.
Therefore, in addition to a dynamical positive feedback discussed in the section "Jovian

Planets", there is a strong chemical positive feedback in the generation of the hydrocarbon

aerosols. And that is how we end up with such a dark body. Magic without magic results when

chemical kinetics is coupled to all other processes in the atmosphere: radiation and dynamics.

However, it is still mysterious to me why this particular planetary state is chosen, given Nature

has many alternatives.

An intriguing observation reported by the Voyager UVS instrument is the detection of a

high altitude (400 kin) UV haze. It is probably created by the condensation of a complex

hydrocarbon (such as a polyacetylene), but no one has sufficient kinetic information to predict

such a haze layer in a photochemical model.

DEUTERONOMY

Again Nature has been kind in giving us deuterium as well as hydrogen. This is like

Moses giving us the laws of God once in Exodus and once again in Deuteronomy (from Greek

Deuteronomion, a second law, literally meaning "a copy of the law." Although I am not a

scholar in ancient classics, I have no doubt that all these words: deuterium, deuteron, duo,

deuce, duel, and duologue are derived from the same source with meaning associated with two,

number two, second, and a copy of). Deuterium is, of course, "a copy of" hydrogen with nearly

the same chemical properties. There is a difference due to mass, which allows us to trace and

check the origin and evolution of planetary systems. Table 7a gives a compilation of D/H ratio

in the solar system. An inspection of this Table enables us to assess how closely the various

parts of the solar system are related to a common origin. It is convenient to divide the deuterium

inventory in the solar system into three types: the primordial nebula gas (ItD), the organics, and

the ices (HDO and CH3D). It is known that the water in hydrated silicates have D/H ratios close
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to the terrestrial value. Suppose we consider a uniformitarian hypothesis that all ices in the solar

nebula were enriched by the same factor (about 10) relative to the molecular hydrogen reservoir.

(The kinetics of this fractionation has not been worked out.) This will have little effect on the

observed D/H ratio on Jupiter and Saturn because of _ution by the massive H 2 atmospheres in

these planets. However, on planetary bodies with large rocky cores, the isotopic signature will

be preserved, and in some cases, may be further enhanced by subsequent planetary evolution.

Such an enhancement has obviously occurred on Mars and Venus due to the preferential escape

of H over D.

On Titan, preferential escape of H will apparently not work, because the gravity is so low

that H and D will both escape. Therefore, in order to explain the large observed enrichment of

D/H (relative to Saturn), we have to explore the possibility of a chemical enrichment such as a

difference in the following reactions,

C2H + CH 4 --4 C2H 2 + CH 3 (R45)

C2H + CH3D -+ C2H 2 + CH2D (R46)

Since these are the primary sinks for CH 4 and CH3D (more important than direct photolysis) a

faster rate for R45 Will result inan enrichment of CH3D over CH 4 over geological time.

However, reaction R46 has never been studied in the laboratory and this whole idea of chemical

enrichment remains speculative. I would like to point out a similar idea is being pursued in the

terrestrial atmosphere in trying to track down the sources of CH 4 (which is increasing) using

13CH4. The analogous reactions in this case are

OH + CHic --4 H20 + CH 3 (R47)

OH + 13CH4 --o H20 + 13CH 3 (R48)

(These experiments are much harder to do because the difference between k47 and k48 is only

0.5-1.0%! Please try to study R45 and R46 first. The difference here is about 25%.)

I will conclude by pointing out what is behind this unity of chemical kinetics for the solar

system. The reason, I think., lies in the fact that there is a common set of molecules that occur

throughout the sol _ system. God gave us multiple copies of the same laws (multironomy). As

an illustration of this idea, consider all the observed carbon species in planetary atmospheres

su|runarized in Table 7b. Given one species, the laws demand that it be connected to the other

species via chemical reactions. Indeed, as discussed in previous sections, some of the most

interesting chemistry in the solar system involves changes in the oxidation state of the shnple

carbon species.= The chemical pathways for the conversion of CH 4 to CO and CO 2 in an
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oxidizing atmosphere are for the most part known. The reverse process, the reduction of CO to

CH 4 in an H 2 atmosphere is, however, poorly understood. This is, of course, the key to organic

synthesis in a mildly reducing atmosphere. One such scheme (VII) has been proposed and it is

up to the kineticist to face the challenge of proving or disproving it. The reward is a deep

satisfaction that this scheme works in all the Jovian planets, solar nebula, and even the primitive

Earth's atmosphere.
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ABSTRACT

An experimental facility for the study of the chemical

kinetics of polyatomic free radicals is described which consists
of a heatable tubular reactor coupled to a photoionization mass

spectrometer. Its use in different kinds of chemical kinetic
studies is also discussed. Examples presented include studies of

the C2H 3 + 02, C.H 3 + HCI, CH3 + O, and CH 3 + CH 3 reactions. The Heat
of Formation o_ C2H 3 was obtained from the results of the study of

the C2H 3 + HCI reaction.

INTRODUCTION

Hydrocarbon photochemistry and kinetics are an integral part

of the chemical processes occurring in the atmospheres of the oute_

planets (Jupiter and Saturn) and their larger satellites (e,g.,

Titan). Significant concentrations of CH 4 have been detected in
these atmospheres as have lesser concentrations of higher

hydrocarbons (e.g., C2H6, C2H4, C2H 2, and CHCCCH), compounds that are
produced by free-radical processes initiated by the

photodecomposition of CH 4 by solar radiation.
The complex chemical processes that are responsible for

producing the spectrum of hydrocarbons observed in these

atmospheres involve reactions of many free-radical intermediates,

some simple (such as H atoms and CH 2 radicals) and some more

complex (e.g., CH3, C2H 5, and C2H3). To obtain a quantitative
understanding of the chemical processes occurring in these

atmospheres requires, among other things, knowledge of the chemical
kinetics of these labile species. While there is considerable

knowledge available today on the chemical kinetics of the simpler

intermediates (i.e., radicals containing from 1-3 atoms), far less
is known about the chemistry of the larger reaction intermediates.

This dearth of knowledge for the larger species is due principally

to the greater difficulty in detecting them and monitoring their
behavior under controlled laboratory conditions that are suitable

for obtaining quantitative information on their chemical kinetics.

The powerful techniques that are available to detect atoms and

small free radicals (such as laser-induced fluorescence, laser

magnetic resonance, and atomic and molecular absorption) are either

less sensitive, less selective, or simply not applicable for

monitoring larger free radicals under the desired laboratory
conditions.

Over the past several years, we have focused our attention on

developing a versatile experimental facility specifically designed
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for investigating the gas-phase chemical kinetics of polyatomic
free radicals. It includes a heatable tubular reactor coupled to

an ultrasensitive photoionization mass spectrometer. I Pulsed UV

laser photolysis is used to produce the polyatomic free radicals

of interest in the reactor. Reactants and products (stable as well

labile) are monitored in time-resolved experiments. In this paper,

we describe the facility and give examples of kinetic studies of
free-radical reactions which have been conducted with this

facility. Some of the examples presented are elementary reactions
known to be involved in the chemical transformations occurring in

the atmospheres of the outer planets and their satellites.

While these examples involve exclusively hydrocarbon free

radicals, it should be recognized that the versatility of this

experimental facility makes it well suited for studying the

kinetics of other reactions that are important in planetary

atmospheres including those of radicals containing sulfur, oxygen,

phosphorus, and nitrogen. Reactions involving some of these
additional classes of radicals have already been conducted with

earlier versions of this apparatus. 2-4

THE EXPERZI4_NT_L FACXLXTY

The apparatus consists of a one-cm.-diam, quartz or Pyrex

heatable tubular reactor coupled to a photoionization mass

spectrometer (See Fig. I). Gas flowing through the tube at 5 m/sec

contains the free-radical precursor (e.g., acetone to produce CH 3
radicals), the molecular reactant (if a second species is also
involved in the reaction under study) and the carrier gas (which

is in large excess, typically 98+% He).

Pulsed homogeneous photolysis of the free-radical precursor
is done with unfocused 193 or 248 nm radiation from an excimer

laser (Lambda Physik 201 MSC). The laser is operated at 5 Hz to

permit the gases in the reactor to be completely replaced between

repetitions of the experiment.
Gas is continuously sampled through a small conical orifice

(0.044-cm-diameter at the apex) located in the wall of the reactor.

The emerging flow is formed into a beam by a conical skimmer before

entering the vacuum chamber containing the photoionization mass

spectrometer. As the gas beam traverses the ion source, a portion

is photoionized and mass selected. Photoionization _
accomplished using simple yet intense atomic resonance lamps.

The gas flowing through the lamp can be changed quickly as can the

window of the lamp. The window acts as a short-wave cutoff filter
to eliminate radiation from the lamp that is more energetic than

the resonance radiation used for photoionization. Ionizing

energies from 8.6-11.6 eV are available in about 0.5 eV steps

depending on the gas flowing through the lamp. The combinations

of resonance energies available for photoionization and window

materials used with each lamp are shown in Figure 2. In each

experiment, a photoionization energy is used, from among those

available, that is as close to the ionizing energy of the free

radical as possible. For example to detect CH 3 (I.P. = 9.8 eV), the
hydrogen lamp is used which has a resonance energy of 10.2 eV.
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Several factors combine to give this facility unparalleled

sensitivity for the detection of polyatomic free radicals. First

there is the use of intense radiation from atomic resonance lamps
for photoionization. 5'6 Second, there is the high ionization

selectivity that results from using essentially monoenergetic

ionizing energy just above the radical's ionization potential. This

practice essentially eliminates detection interference from

fragmentation processes involving the free-radical precursor or

the background gases in the mass spectrometer vacuum system.

Third, extra sensitivity is obtained from the extreme close

coupling of the reactor to the photoionization mass spectrometer

in the differentially pumped vacuum system (The distance from the

gas sampling point to the center of the ionizing region of the

photoionization mass spectrometer is under 2 cm.). Finally,

sensitivity is enhanced by using ion counting of the mass

spectrometer signal and multichannel scaling, the latter to obtain

time resolution and to accumulate the ion-signal profiles from

repetitions of the experiment (typically 1,000-i0,000).

The sensitivities of this facility for detecting polyatomic

free radicals that are given below are "operational", i.e., the
lowest initial free-radical concentrations that can be used in a

typical experiment designed to measure free-radical decay

constants. In such experiments, data acquisition is continued

until the radical decay constant determinations have an uncertainty
under ±5%. Determinations of this sort that require over 30

minutes are considered impractical. Therefore, the detection

sensitivities given here refer to experiments conducted for this
duration.

Several factors influence the overall free-radical detection

sensitivity, including photoionization cross section, degree of

background interference, and the importance of heterogeneous loss

of the the free radical. Because photoionization cross sections

scale with the size of the free radical, detection sensitivity
8 3varies significantly, from ~i0 radicals cm" (for larger radicals

such as (CH3)3C and SiH3) to _i0 I0 radicals cm "3 (for small radicals

such as CH3).
While the use of low-energy, nearly monochromatic,

photoionization reduces fragmentation processes (sometimes

totally), fragmentation occasionally is a problem and in those

instances reduces effective detection sensitivity (by providing a

large constant background signal). Suppression of fragmentation

is excellent for most hydrocarbon radicals (where there is usually

=i eV difference between the radical ionization potential and the
hydrocarbon fragmentation threshold for producing the same radical

ion). Interference is significant for many nitrogen-containing

compounds. This latter fact has made the technique less applicable

for studies of nitrogen-centered radicals than for hydrocarbon free
radicals.

First-order heterogeneous loss of the free radicals does occur

at the walls of the reaction vessel. It is fully characterized

r through measurements of the first'0rder decay constant (kw) for the
radical when the second reactant is absent. However, its presence

J
!

influences detection sensitivity, because reaction conditions must

be used (with the second reactant present) that channel most of the
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radicals through the reaction under study. In a typical set of

experiments designed to determine a reaction rate constant, varying
amounts of the second reactant are added to increase the radical

decay constant at least a factor of 5 above kw. It is the need to
determine a set of higher decay constants under these circumstances

that affects detection senstitivity. The highest wall-loss rate

constant that can be tolerated is _I00 s "I because radical decay
constants can be measured accurately only up to =500 s"I.

Reduction in detection sensitivity due to heterogeneous

radical loss is inversely proportional to the wall-loss rate

constant. If k. is i00 s "I, then the effective detection

sensitivity is a factor of 4 lower than if _=25 s "I. To reduce wall
loss, reactor coatings are used which include boric acid,

Halocarbon Wax, fluorinated Halocarbon Wax, and

polytetrafluoroethylene. Recently we have begun to use a larger

diameter reactor (2-cm-diameter) to lower the k. a factor of two.

KINETIC STUDIES UNDER PSEUDO-FIRST-ORDER CONDITIONS

Radical + Molecule Reactions

The ability to use extremely low initial concentrations of

polyatomic free radicals makes it possible to study their reactions
with molecular species under pseudo first-order conditions, ones

in which the reaction of the radical R with the molecule (M) and

the heterogeneous loss of the radical are the only reactions that

need be considered in the data analysis:

R + M ..... > Products (A)

R ..... > Heterogeneous Loss (B)

In these experiments, [R]o<<[M ]. The potentially important R + R
recombination reactions are suppressed bM using initial radical

concentrations below 101°-1011 radicals cm -3. Free-radical decays

are exponential under these conditions as can be seen in Figure 3

where a C2H 3 radical decay profile is shown that was recorded during
the study of the C2H 3 + O7 reaction. 7 The rate constant for the

reaction under study is ob£ained simply from the slope of the line

through the data on a plot of decay constants vs. [M].

C 3
t_2he + 02 Reaction - In addition to rate constant determinations,

experimental facility is used to detect reaction products and
hence to identify reaction channels. For example, in the case of

the C2H 3 + 02 reaction, two mechanisms had been proposed prior to
our investigation, one produclng C2H 4 + HO 2 and the other HCO + H_CO.

Only the latter were observed as initial products indicating that
the overall reaction is
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C2H 3 + Oz ..... > HCO + H2CO (1)

The product concentration profiles of Reaction 1 are also displayed

in Figure 3. Primary processes are clearly separated from

secondary ones under the conditions of these experiments. This is

evident in the HCO profile in which the growth of HCO produced by

reaction 1 is clearly separated from the subsequent decay of HCO

due to secondary reaction of this radical with 02 . H2CO , being a
stable product, simply accumulates until the rection is complete.

C_3 + HCl Reaction - Accurate thermochemistry of polyatomic free
radicals can be derived from the results of kinetic studies. When

the rate constant of an elementary reaction can be measured as a

function of temperature both in the forward and reverse directions,

the enthalpy change of the reaction can be obtained directly from

the difference in activation energies of the forward and reverse
reactions. 8

We have recently determined the heat of formation of the vinyl

radical from a study of the kinetics of the equilibrium, 9

C_3 + HC1 <=====> C2H 4 + Cl (2)

Measurements in our laboratory of the rate constant of the forward

reaction as a function of temperature yielded the Arrhenius

parameters for the forward reaction. This information was combined

with Arrhenius parameters for the reverse reaction obtained by

Parmer and Benson I° to obtain the C2H 3 Heat of Formation. Both
Second Law calculations (using the difference in activation

energies) and Third Law calculations (using values of k2 and k 2 at
a slngle temperature as well as calculated entropies of reactant

and products) yielded virtually identical values for the C2H 3 Heat
of Formation, 67.1±0.6 kcal mo_ "I for the former and 66.9±0.3 kcal

mol "I for the latter analysis. The closeness of the values using

two quite different data analyses is an indication of the high

accuracy of determinations of free radical Heats of Formation from

the results of experiments of this kind.

Radical + Atom Reactions

Recently we have developed a procedure to study the kinetics

of reactions of polyatomic radicals with atomic oxygen,
R + O. 11,12

It involves the simultaneous production of both reactants by

193 nm photolysis. SO 2 is the source of O:

SO 2 ..... > SO + O (2)

We have investigated several R + O reactions including CH 3 + O and

C2H s + O,11'I2 the former considered to have been important in the
early chemlstry of the Earth's atmosphere. Acetone was used as the

source of CH3,

(CH3) 2CO ..... > 2 CH 3 + CO (3)
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The oxygen atoms are produced in excess and are not depleted to a

significant degree during the course of the reaction. The O-atom
concentration is determined by measuring the depletion of SO 2 by

photolysis.

RadiQ_l + Radical Reactions

By using higher initial free radical concentrations (e.g.,
1013 radicals cm TM) recombination processes can be investigated.

13
We have studied the recombination of CH 3 radicals, a process

believed to be responsible for producing C2H 6 in the atmospheres

of the outer planets and on Titan:

CH 3 + CH 3 + M ..... > C2H 6 + M (4 )

In such studies, the initial concentration of the radical must be

determined, and there must not be competing R + R' reactions also

consuming CH 3. Again, 193 nm photolysis of acetone was used to

produce CH 3 Its concentration was determined from direct
observation of the depletion of acetone by the pulsed 193 nm light.

Pictures of the acetone depletion and CH 3 decay profiles recorded

during a set of experiments conducted to measure k4 are shown in

Figure 4.

CONCLUDING REMARKS

The apparatus described here is a versatile tool for the study
of the chemical kinetics of polyatomic free radicals. It is well

suited for the study of many classes of free-radical reactions.

It is hoped that this introduction to the facility and its

capabilities will draw attention to its potential usefulness for

gaining new knowledge of the chemical processess occurring in the

planetary atmospheres.
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THE HEAT OF FORMATION OF CN RADICALS AND
RADIATIVE LIFETIMES OF THE A 1_- STATE OF C2N 2

SAMUEL A. BARTS, KAREN V. PtNNEX AND JOSHUA B. HALPERN
Howard University, Dept. of Chemistry, Washington, DC 20059, USA

ABSTRACT

Radiative lifetimes have been measured for the stable vibrational levels of the A1_.- electronic

state of C2N 2. They range from 1.3 p,s for the 401 level to 0.66 I_Sfor the 101401 level and in general

decrease with increasing vibrational excitation. Self-quenching rate constants range from gas kinetic

to ten times that. Foreign gas quenching rates are slower. Observation of emission from the 101 401

level sets a lower limit for the heat of formation of CN of 439.11 kJ mol" 1.

INTRODUCTION

Simple nitriles play important roles in the photochemistry of nitrogen-methane planetary

atmospheres. Cyanogen is a photochemically important molecule found in the atmosphere of Titan,

and in other astronomical systems 1. Cyanogen is also an extremely simple tetra-atomic system in

which predissociation can be studied. Potential energy surfaces have been calculated for all of the

excited states which means that models of dissociation dynamics can be tested In detail 2.

We have recently discovered that this molecule has a strong and distinctive emission spectrum.

The lowest lying vibrational bands of A 1_,- state of cyanogen (C2N2) fluoresce. The absorption,

emission and photodissociation yield spectra of C2N 2 have been measured between 220 and 210 nm,

spanning the region between the 401 and 101401 bands of the A1_,- *- X1_ + system 3. A recent paper

deals with the emission and fluorescence spectra of the 401 state and its radiative lifetime 4. In thls

paper we report emission lifetimes of all the stable vibrational bands.

EXPERIMENTAL

The apparatus was similar to that described in Reference 5. C2N 2 from Matheson was purified

by freeze-thaw cycling. The cyanogen gas flow from a 3 liter reservoir was controlled by a flowmeter.

The pressure was monitored by a capacitance manometer.

The excitation source was a Spectra Physics PDL-2 dye laser pumped by a DCR-11 Nd-YAG

system. Dye laser light was frequency doubled in a KDP crystal and Raman shifted in about 10

atmospheres of hydrogen. For this experiment the third anti-Stokes shifted beam was used.

Emission from C2N 2 was detected directly through an unfiltered 11 stage EMR VUV

photomultiplier. Emission decay lifetimes were measured by fixing the exciting laser on the absorption

line and scanning the boxcar gate delay or by using a DSP 2100 100 MHz transient digitizer. The
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experiments were controlled by an IBM PC\XT microcomputer based data acquisition system

constructed in our laboratory. The firing of the lasers and the dye laser scanning was controlled by the

microcomputer. Absorption spectra were measured directly on a Cary 2390 UV-VIS-NIR

spectrophotometer.

RESULTS

Figure t shows an absorption spectra measured on the Cary 2390 spectrophotometer between

200 and 230 nm. The lower half of the diagram shows the difference between spectra measured at 20

and 70 °C when the cell was heated by water from a thermostated bath. This identifies lines that

originate in excited vibrational states and makes the assignment of the vibrational bands quite easy.

Extra bands at wavelengths below 210 nm belong to the B 1 u *- xl _' + transition. We are in the process

of setting up a VUV monochromator with better (0.02 nm) resolution to be able to analyze this second

electronic transition. Figure 2 shows the emission spectrum from the 101401 band and the yield of CN

fragments as a function of wavelength. Figure 3 shows the yield of CN fragments as a function of

wavelength in the region of the 101401 band.

Table I lists the measured radiative lifetimes and quenching rate constants.

TABLE I

LIFETIMES AND QUENCHING RATES OF CYANOGEN A 1_.-

BAND WAVELENGTH VIBRATIONAL LIFETIME QUENCHING

ENERGY GAS

nm cm -1 p,s

40_ 218.9

40 '

401̀

40'
401

412 220.1

40U 216,6

403

211410 218.3
2114n 1 218,6

2014012147

101401

QUENCHING RATE

cm3-s/molecule

276 1.34

519 0.72
770 0.67

C2N2
He

Ar

N2

CH 4

C2N 2

C2N 2
Ar

4.3

1.7

1.9

2.5

3.4

8.4

10.4

6.7

632 1.25 C2N 2 9.9

908 0.94 C2N 2 12.5
0.68 Ar 3.1

208.3 2606 0.66 C2N2 13.0
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DISCUSSION

Using photodissoclative excitation Davis and Okabe measured a dissociation energy of 5.58 _+

0.05 eV and a threshold wavelength of 222.2 nm6. Eres, Gurnick and McDonald observed the

rotational distribution of CN (X2_ +) fragments in the 193 nm photolysis of C2N27. Based on the

highest observed fragment rotational state they calculate a bond strength of 5.83 _..+0.04 eV and a

photodissociation limit of 212.7 __+1.5 nm. Most of the uncertainty is related to the 1 nm bandwidth of

the excimer laser. Recently Lin, Johnston and Jackson have used a narrower bandwidth doubled dye

laser to photodissociate cyanogen at 206 nm8. Their fragment LIF spectra Implies an upper limit to the

bond energy of 5.70 eV and a dissociation limit of 217.5 nm, assuming that there were no hot band

contributions to the photolysis. The observation of rotational structure in bands above 218 nm9 show

that the actual dissociation limit must lie below this point.

The observation of strong fluorescence from the 101401 band at 209.5 nm Is strong evidence

that at least some rotational states of this level are bound. As can be seen in Figures.2 and 3 the Q

branch of the emission spectrum is narrower than the Q branch In the fragment yield spectrum. The P

and R branches in the emission spectrum are much weaker than those In the fragment yield spectrum.

This also shows that low rotational states of the 101401 band are bound and high rotational states are

dissociative. Thus, we assign a lower limit of the NC-CN bond strength of 5.92 eV. Using the standard

value of the heat of formation for C2N 2 of 307.223 + 1.80 kJ mo1-1,10 this yield a lower limit of 439.11

__+2.00 kJ mo1-1 for the heat of formation of CN radicals, as compared to Davis and Okabe's value of

423 _%4 kJ mo1-1.6

The radiative lifetimes range from 1.4 p,s in the 401 band to 0.6 p,s for the 101 401 band. Self

quenching rates range from gas kinetic (4.3 x 10-10 cm3/molecule-s) for the 401 band to 13.0 x 10" 10

cm3/molecule-s for the 101401 band. Foreign gas quenching rates for the 401 band have been

measured against He, Ar, N2 and CH 4. As expected the quenching rate constants increase as the

molecular weight and the complexity of the quenching gas, with the rate for quenching against He

being the slowest and that against CH4 being the fastest.

CONCLUSIONS

Earlier work done in our laboratory has demonstrated that dicyanoacetylene (C4N2) will also

have several bound vibrational states in the A 1_. + electronic state. We are currently synthesizing a

sample of this compound In order to look for the fluorescence. Cyanoacetylene is known to have no

bound levels in its first excited singlet state, and cannot be monitored by fluorescence. The UV

emission of simple nitriles offers a method of remote detection, and will also be useful in the laboratory

for study of such reactions as CN + HCN -- > C2N 2 + H.
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ABSTRACT

Vinylidene(H2C=C) is shown to be the largest photodecomposition channel

in the direct photolysis of both C2H 2 and C2H 4. The chemistry of H2C=C as

it relates to planetary atmospheres is discussed. The vinyl radical (C2H3),

important in the acetylene chemistry cycle, has been directly observed

spectroscopically and the kinetics of several key reactions of this species

measured.

INTRODUCTION

An understanding of the chemistry of planetary atmospheres is critically

dependent upon knowledge of the kinetic parameters of a suite of elementary

chemical reactions. In the outer planets and several of their satellites, where

carbon-hydrogen chemistry is paramount, the important vacuum ultraviolet photo-

chemically induced processes and reactions involve small hydrocarbon molecules

and radicals. Photochemical processes of the major planetary hydrocarbon, CH4,

have been known quantitatively for several decades. The carbon containing free

radicals formed in the CH4 photolysis, CH2 and CH3 corresponding to H2 and H

formation respectively, lead, through self-reactions, to C2H 2 and C2H41.

CH2 + CH2 = C2H 2 + H2 (or 2H) (1)

CH2 + CH3 = C2H 4 + H (2)

In this paper, we review the quantum yield of formation and identity of the free

radicals produced in the vacuum ultraviolet photolysis of the two unsaturated

hydrocarbons, C2H 2 and C2H 4, and kinetic processes of several previously non-

investigated species.
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EXPERIMENTAL

The experimental apparatus used in the work to be described has been

discussed in several papers from this laboratory 2, so will be described only

briefly here. A photolysis flash of about 5us, full width at half-maximum

intensity, has an output maximized in the vacuum ultraviolet region, the spectral

region where the energy of the incident solar flux is sufficient to dissociate

small hydrocarbon molecules and where the molecules of interest have their

maximum optical absorption. Following the initial flash, a Garton-type analysis

lamp of 1 us pulse width probed the photolysis mixture. The photolysis cells,

constructed of either LiF or Suprasil, permitted photolysis to 105 nm or 155 nm,

respectively. The output of the analysis flash, essentially continuous from 120

through 185nm, was focused through LiF optics onto the entrance slit of a 2 m

Eagle vacuum spectrograph whose dispersion was 2.77A/mm. The temporal profile

of all species was monitored directly through well-characterized absorptions.

RESULTS

Vinylidene Formation

Vinylidene (H2C=C) was initially observed, in its electronically excited

triplet state at 137 and 151 nm, following the photolysis of C2H 2 in the vacuum

ultraviolet 3. The species has a long lifetime toward isomerization to acetylene

and, therefore, may be of importance as an intermediate in planetary hydrocarbon

systems if its quantum yield of formation from reasonable precursors is large.

Acetylene is known to form both C2H and C2 from photolysis in the vacuum

ultraviolet with estimated primary quantum yields of 0.3 and 0.1 at 147 nm,

respectively 4. We find that H2C=C is formed with a quantum yield of 0.4 making

it the single largest dissociative channel in the acetylene photodecomposition.

Previously, the formation of unmixed H2 or D2 from the low intensity photo-

lysis of C2H 4 and its deuterated isotopes provided evidence for production of

vinylidene radicals, i.e.,

CH2CD 2 = CH2C + D2 and CD2C + H2 (3)

In our direct determination, we find a quantum yield equal to 0.75 +/- 0.2 for

triplet vinylidene formation from ethylene. Though not directly observed, there
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is evidence that the remainder proceeds through vinyl (C2H3) radical formation.

The work has been described in greater detail earlier 5,

Vinxlidene Chemistr_

The long-lived vinylidene moiety we observe is the electronically excited

triplet that is calculated to be about 40-50 kcal/mol above the ground singlet

state. The singlet, by comparison, has an ephemeral existence with a lifetime

of the order of 10 -12 seconds with respect to isomerization to acetylene. We

have looked specifically for a chemical reaction, i.e., hydrogen abstraction,

by triplet vinylidene with H2, CH4 and C2H4. Under conditions of our experiments,

that is room temperature, we found no evidence for direct chemical reaction

although the results with ethylene were less clear. Removal of the H2C:C in the

absence of chemical reaction, presumably by quenching to the ground electronic

state by added Ar, H2, CO and N2, occurred with reasonable rate constants. The

slow rate observed for reaction agrees with predicted calculated values based

upon a simple BEBO model 6.

Vinyl Radical Absorption Spectrum

The vinyl (C2H 3) radical has been implicated in the acetylene chemical

cycle. Although several studies have utilized mass spectrometric detection for

analysis, there has not been an observable, intense ultraviolet or visible

spectral signature for this species, an omission that has probably limited

kinetic studies of this species.

Using flash photolysis of selected precursors in conjunction with vacuum

ultraviolet absorption spectroscopy we have observed two relatively intense

transient absorption features that we attribute to the vinyl radical (Figure I).

The features at 164.71 and 168.33 nm are assigned on the basis of precursor,

kinetic data, and the spacing between the bands. The optimum precursors were

Sn(C2H3) 4 and Hg(C2H3) 2. The photolysis of either resulted in I) the observed

spectrum, 2) produced the expected dimerization product, 1,3-butadiene, that

was observed by gas chromatographic analysis and 3) a spacing between the

transitions of 1306 cm-I in agreement with both calculations and measurements

of the vinyl ion spectrum. The spectrum was sufficiently intense, with extinc-

tion coefficients in excess of II00 atm-lcm -I that it could serve as a probe

for kinetic studies. The work has been described in greater detail elsewhere 7.
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Figure i. Densitometer trace of the observed absorption bands of the

C2H 3 radical. The identified emission lines of A1111 are from the
source.
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Vin_l Radical Chemistry

The initial reaction of vinyl radicals studied using its optical absorption

was its reaction with molecular 02 . This reaction had been examined earlier with

alternate techniques 8 and confirmation of the kinetic parameters using the C2H 3

vacuum ultraviolet absorption served, in part, to confirm the assignment of the

carrier to the vinyl radical. A major loss mechanism in any system containing

free radicals is the self-reaction of the two radicals; in this case to dispropor-

tionate forming C2H 2 and C2H 4 or to combine yielding 1,3-butadiene. The optical

measurement of the radical concentration with time following its production by

flash photolysis resulted in a rate constant of 1.0xlO-lOcm3molec'ls -1. A ratio

of 4.7 was found for the combination/disproportionation ratio as ascertained

through gas chromatographic analysis of the products.

Future efforts in our studies of vinyl radical chemistry will be to examine

other rapid radical-radical reactions that are conceptually of importance in

planetary atmospheres; e.g., its reaction with CH 3 radicals. The reactions will

also be investigated over a wide range of temperature to permit the direct use of

the kinetic information in atmospheric models and to permit improved mechanistic

understanding, on a molecular level, of this important class of reactions.
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DISSOCIATIVE RECOMBINATION OF MOLECULARIONS WITH ELECTRONS

Rainer Johnsen, Dept, of Physics and Astronomy,
University of Pittsburgh, Pittsburgh, PA 15260

Abstract

I will present an overview of the present state of the art of laboratory
measurements of the dissociative recombination of molecular ions with
electrons. Most work has focussed on obtaining rates and their temperature

dependence, as these are of primary interest for model calculations of iono-
spheres. A comparison of data obtained using the microwave afterglow
method, the flowing afterglow technique, and the merged beam technique
shows that generally the agreement is quite good, but there are some serious
discrepancies, especially in the case of H3+ recombination, that need to be re-
solved. Results of some earlier experimental work need to be reexamined in

the light of more recent developments. I intend to point out such cases and
will present a compilation of rate coefficients that have withstood scrutiny.

Recent advances in experimental methods, such as the use of laser-in-
duced fluorescence, make it possible to identify some neutral products of
dissociative recombination. I will briefly review what has been done so far
and what results one might expect from future work.

Recombination rates and their devendence on temverature.
Traditionally, much of the experimental work on dissociative elec-

tron-ion recombination, i.e. a process of the type AB* + e .... > A + B,
has focussed on measurements of recombination rates and their dependence

on electron temperature, Experimental techniques are either of the "swarm"

type (microwave afterglow plasmas l, flowing afterglow plasmas, 2 or shock
tubes3) or they make use of single collision techniques (merged beams 4 and
ion trapsS). In most cases, the agreement of results obtained by different
methods is fairly good, as may be seen in Table I which contains a substan-
tial subset of known recombination coefficients. The, historically oldest,
microwave-afterglow technique, developed by Biondi I, has contributed pos-

sibly the largest data base, but it has been discovered recently that the
heating of electrons by application of microwave fields can be complicated in
presence of molecular additives in the plasma afterglow6. The remarks
entered in Table I point out cases where some revisions may be required. In
several instances, the complications have been taken into account adequately

(e.g. NO+,02 +) and the agreement among different methods is very good. A
problem is likely to exist in the measurements of water and ammonia
cluster ions. While no detailed calculations have been carried out, there is a

strong suspicion that the observed lack of a variation of the recombination
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coefficient with electron temperature was due to a strong reduction of the

electron temperature resulting form inelastic collisions of electrons with
water or ammonia molecules. The large 300 K values of 0_should be correct,
however.

The history of the measurements of the H3" recombination coefficient
is rather complicated. A short time ago, it appeared to this author that the
issue had been settled 7 and that the very small recombination rates found

by the FALP technique s should be accepted, but new experimental data by
Amano9 seem to suggest that the recombination rates are not as small as the
FALP data. Theoretical calculations t0clearly support the small values. In

view of the importance of the H3" ion, more experimental work is needed to
resolve the problem.

Table I. Experimental data on electron-ion recombination coefficients g (T).

Temperature exponent x defined by (x(T) = _(300 K) (T/300)-x. Abbrevia-

tions of experimental methods: mwa-ms = microwave afterglow-mass spec-
trometer, mwa= microwave afterglow. MB=merged beam. FALP+ flowing-
afterglow-Langmuir-probe. Trap=ion trap. Remarks. {A}: no revisions
required. {B}: x is more likely to be about 0.5. {C}:finding of x=0 may have
been caused by lack of electron heating in the experiment. {D}: Absolute
value of a may be too high as a result of impurity ions in the afterglow. (E):

c_ should be reduced by factor of two (Mitchell, private comm.). (F}: Ions

were vibrationally excited. {G}:believed to refer to ions in v=o vibr. state.

Ion g (300 K) [cm3/s] x Temp. K Method Remarks Ref.

NO" 4.3 [-7] 0.38 300-4,600 mwa-ms II
4.2 [-7] 0.9 200-600 FALP t2
2.3 [-7] 0.5 > I0,000 MB t3

4.3 [-7] 0.85 300-5,000 trap t4
4,4 [-7] 0.75 300-4,500 mwa-ms {A} t5

N2" 1.8 [-7] 0.39 300-5,000 mwa-ms {A} t6
3.5 [-7] 0.5 300-I0,000 MB {E} t3
2.2 [-7] -- 300 mwa-ms {F} 17
1.78 [-7] 0.37 700-200 shock tube 3
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Table I continued

Ion g (300 K) [cm3/s] Temp, K Method Remarks

2 ,it.

H3•

HCO*

1.95 I-7]

1.95 [-7]

1,95 [-7]

2.3 [-7]

2.3 [-7]
1.7 [-7]
"3.5 [-7]
<2 [-8]

1.8 [-7]

2.0 [-7]
1.1 [-7]
2.4 [-7]

0,7
O.56
0.7

0.66

0.5

1.0
0.5

i
-0.8
0.69

300-1200
1200-5,000
200-600

mwa-ms
mwa-ms
FALP

200-5,000 trap

300-I0,000 MB

300
500-3000
0.01-0.7 eV

95,300

300, 205
3OO, 95

293- 5500

mwa- ms

mwa-ms
MB
FALP

afterglow

mwa= ms
FALP
mwa- ms

{A)

(D}
{D)
(F)
(G)

(A)

{A}

H30"-(H20) 2.5 [-6l

H30"-(H20)2 3.0 [-6]

H30"-(H20) 3 3.6 [-6]

H30"-(H20)4 "5 [-6]

H30"-(H20)5 "5 [-6]

NH4+.(NH3) 2.82 [-6]
NH4"-(NH3)2 2.68 [-6]
NH4".(NH3)3 -3 [-6]
NH4÷.(NH3)4 -3 [-6]

N2_N2 1.4 [-6]
CO'CO 1.3 [-6]

C0.(C0)2 _ 1.9 [-6]

02+02 4.2 [-6]

0.08

0.08

0

0

0

0,174
0 O5
0
0

0.41

0.34
-0

O.33
0.48

300-8000

300-8000

300-8000

300-8000

300-8000

300-3000

300-3000
200

200

300-6000

300 -4000
300-I000
1000-2000

143-5500

mwa- ms

mwa-ms

mwa -m s

mwa-ms

mwa-ms

mwa-ms

mwa-ms

mwa- ms

mwa- mfl

mwa-ms
mwa-ms

mwa-ms
mwa=ms
mwa-ms

{c}
{c)
{c}
{c}
{c}

{c}
(c}
(c}
(c}

{B}
(B}
{B}
{B}
(A)

Ref,

16

12

14

13

18

19

20

12

21

8
22

23

u

It

al

|!

24
It

I!

a!

25
l)

It

26
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Products of dissociative recombination

While the question of the rates of dissociative recombination can be

regarded as reasonably well settled except for some important ions, the state
of the art of determining the neutral products of dissociative recombination
of polyatomic ions is far less well developed. Important progress has been
made, especially by the Birmingham group who have developed laser-
induced fluorscence techniques to quantitatively determine neutral products
of dissociative recombination aT. The technique has been successfully applied
to the ion HC02+. A similar experimental method, which also uses a flow tube,
is presently being developed at the University of Pittsburgh. A related
problem is that of determining the excited states of the neutral products of

recombination of diatomic ions. Using vacuum uv absorption techniques,
Rowe ashas successfullydetectedmetastableproductsofthe recombination

of NZ" and OZ'.
It appears likely that we will see considerable further progress in

the area of measuring neutral products of recombination, but such work is
far more difficult than measuring rate coefficients. In order to take advan-

tage of these developments for planetary atmosphere modelling, it will be
important to identify ions that are relevant to planetary atmospheres, and to
establish cooperations between experimentalists and modelers.
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RATE CONSTANT FOR REACTION OF ATOMIC HYDROGEN WITH GERMANE

DAVID F. NAVA, WALTER A. PAYNE, GEORGE MARSTON AND LOUIS J. STIEF

Astrochemistry Branch, Laboratory for Extraterrestrial Physics
NASA/Goddard Space Flight Center, Greenbelt, Maryland 20771, U.S.A.

ABSTRACT

Due to the interest in the chemistry of germane in the atmospheres of

Jupiter and Saturn, and because previously reported kinetic reaction rate

studies at 298 K gave results differing by a factor of 200, we performed

laboratory measurements to determine the reaction rate constant for

H + GeH4. Results of our study at 298 K, obtained via the direct technique

of flash photolysis-resonance fluorescence, yield the reaction rate

constant, k = (4.08 _ 0.22) x 10 -12 cm3 s -1.

INTRODUCTION

The possibility of detecting germane (GeH4) in the reducing atmosphere

of Jupiter by means of high resolution infra-red absorption spectroscopy

was suggested by Corice and Fox 1 in 1972. Germane was subsequently

identified as present in Jupiter's atmosphere by Fink et al. 2 It has also

been recently reported by Noll et al. 3 as observed in the atmosphere of

Saturn. Of particular note is the conclusion that GeH4 is not the major

reservoir of the total expected germanium in either planet. Thus studies

of germanium-containing molecules to determine their photochemistry and

reactions which may either produce or remove GeH4 are of interest. One of

these reactions to consider is that of H + GeH4. Based on a correlation of

activation energy vs. bond length for a series of H-atom abstraction

reactions, a 298 K value of 1.3 x 10 -I1 cm3 s -1 is predicted for the rate

constant of this reaction. Previously reported studies 4,s yielded results

at 298 K of 2 x 10 -12 cms s -1 and 4 x 10 -le cm3 s -1 values differing by a

factor of 200. Due to the interest in germanium chemistry in the

atmospheres of the giant planets, and because of this discrepancy in the

kinetic data, we have initiated a study to measure the reaction rate

constant for H + GeH4.
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EXPERIMENTAL

The present kinetic experiments were performed by the direct technique

of flash photolysis production of hydrogen atoms coupled with time-resolved

resonance fluorescence detection and measurement of H-atom decay signal due

to reaction with GeH4. A schematic diagram of the apparatus is shown in

Figure 1. Previous publications from this laboratory have described in

detail the apparatus and experimental procedures employed as well as

applications to atmospheric hydrogen atom reaction studies, e-e

Briefly, in the present study, flash photolysis of germane and methane

highly diluted in argon was the source for production of atomic hydrogen.

Methane was chosen as an additional H-atom source in most experiments to

obtain sufficient initial signal intensity beyond that produced from the

relatively low germane concentrations. In this study, the [CH4] ranged

from 0 to 8.91 x 10 is cm-3. The [CeH4] was ~10 z3 cm-3 which is >> [HI

10 lz atoms cm-3. Thus, pseudo first-order conditions were achieved and the

decay of H-atoms is represented by the equation:

I n [HI = -kob.orv.d t + In [H] o"

The observed pseudo first-order decay constant is given by:

kob,erved = kl[QeH4] + k d

where k1 is the effective bimolecular rate constant and ka (measured under

identical conditions as for the reaction experiments, except in the absence

of CeH4) is the first-order rate constant for diffusional loss of H-atoms

from the reaction zone viewed by the photon detector.

RESULTS

Since [H] is proportional to fluorescent counts, kob,erved and kd were

determined from linear least-squares analysis of plots of the logarithm of

accumulated fluorescent counts vs. time. The linearity of such plots, as

illustrated in Figure 2, demonstrates that the measurements are

representative of a first-order process. Experiments to determine the
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HVPS HVPS

FLASH PHOTOLYSIS-RESONANCE FLUORESCENCE SYSTEM:
MG = MICROWAVE GENERATOR RL = RESONANCE LAMP RC = REACTION CELL

VH = EVACUATED OUTER CHAMBER FL = FLASH LAMP PM = PHOTOMULTIPLIER
PC = PERSONAL COMPUTER FI',rps = HIGH VOLTAGE POWER SUPPLY PD = PHOTODIODE

HVC = HIGH VOLTAGE CAPACITOR LVD = LOW VOLTAGE DISCRIMINATOR
MCA = MULTICHANNEL ANALYZER PA = POWER AMPLIFIER

(RL, FL, AND PM are at right angles to each other)

Figure I. SCHEMATIC OF THE FLASH PHOTOLYSIS-RESONANCE FLUORESCENCE APPARATUS
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Figure 2. Examples of first-order decay plots
of H atom diffusion and reaction at 298 K.

The lines are determined from linear least-

squares analysis of the data points.
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reaction rate constant for H + OeH4 were more difficult to perform than

usual because, in most cases, the measured kobserved values exhibit a

positive dependence upon flash intensity. A modified experimental

procedure was therefore necessary. Sets of experiments were performed as a

function of flash intensity; each set at a fixed total pressure of reaction

mixture (i.e., constant concentration of GeH4). The intercept from the

linear least-squares analysis of each pressure set plot of (kob=erved - kd)

vs. flash energy yielded the resultant (kob=erved - kd) for the respective

total pressure set of experiments. The minimum measured (kob=erved - kd)

value (i.e., at the lowest flash energy) generally was not significantly

different from the zero flash energy intercept. Results from the

experiments are summarized in Table 1. The bimolecular reaction rate

constant for H + GeH4 was then obtained from the slope of the linear least-

squares fit of this (kob=ervod - kd) data plotted in Figure 3 vs. [GeH4].

DISCUSSION

Results of our study of H + GeH4 at 298 K yield the reaction rate

constant, k = (4.08 ! 0.22) x 10 -z2 cms s -1. The difficult nature of

interpreting the kinetic behavior of this reaction may have led to the

higher rate constant value previously reported by Choo et al. s The

moderate reaction rate constant, which we obtained by our direct technique,

is in reasonable agreement with the relative value reported by Austin and

Lampe 4 and is within a factor of -3 of that predicted from a correlation of

activation energy vs. H-atom bond length. This moderate reaction rate

constant warrants additional laboratory interest for its potential

relevance regarding the atmospheres of Jupiter and Saturn. We are

initiating a temperature dependence study in order to provide kinetic data

more appropriate to the atmospheric temperatures of the giant planets.
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IN THE ATMOSPHERES OF TITAN AND JUPITER
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ABSTRACT

The methylene amidogen (H2CN) radical can be shown to be an important

intermediate in models for the formation of HCN (via N + CH 3) and the

recombination of H to H 2 (via H + HCN) on Titan as well as in models for the

formation of HCN (via NH 2 + C2H3) in the atmosphere of Jupiter. Experiments
. J

in our laboratory in a discharge flow system with mass spectrometric detection

of both reactants and products have established that the major product channel

(90%) for the reaction N + CH 3 is that leading to H2CN + H. The same result

was obtained for N + CD 3 --> D2CN + D. We have also measured for the first

time the rate constant for the reaction D + D2CN --> DCN + D 2 and find k(298

K) > 7x10 -11 cm3s "1. The same result was obtained for the H atom reaction.

This is the final step in the reaction sequence leading to HCN on both Titan

and Jupiter and to formation of H 2 from H on Titan. We have also made the

first measurement of the ionization potentials for H2CN and D2CN. From

electron impact studies we obtain I.P. = (9.6+/-1.0) ev for both radicals. An

upper limit of I.P. < 11.6 ev came from observations of the H2CN radical by

photoionization mass spectrometry using an Ar resonance lamp (106.7 nm).

Further photoionization experiments are planned using synchro[ron radiation

plus monochromator as a tunable vacuum UV light source.
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INTRODUCTION

The methyleneamidogen(H2CN) radical canbeshownto bean important

intermediate in modelsfor the formation of HCN in the atmospheresof Titan and

Jupiter and H atom recombination on Titan. Experiments in our laboratory have

demonstrated that H2CN is formed very efficiently by reaction (1) la.

N + CH 3 --> H2CN + H

--> HCN + 2H

--> HCN + H 2

(90%) (la)

(lb)

(lc)

Measurements were made of k I as a function of temperature from 200K to

423K lb. Reaction (1) was found to be very rapid and thus a good but limited

laboratory source of H2CN.

Very limited kinetic information is available for this radical. Only the

reactions H2CN + H2CN and H2CN + NO have been studied 2. Therefore using

reaction (1) as a source of H2CN, we studied the reactions N + H2CN (D2CN)

(2) and (H/D) + D2CN (3). The technique employed was discharge flow mass

spectrometry at 1 Torr total pressure. Reaction (2) was studied over the

temperature range 200K to 363K, whereas reaction (3) was studied at room

temperature. Measurements were also made of the ionization potential for H2CN

and D2CN.

EXPERIMENTAL

All experiments were performed in a pyrex flow tube 60 cm long and 28 mm

in diameter. The flow tube was coupled via a two stage stainless steel collision-

free sampling system to a quadrupole mass spectrometer (Extranuclear Laboratory

Inc.). For reaction (2), N atoms and F atoms were admitted at the back of the

flow tube and CH 4 or CD 4 was added through the sliding injector. For reaction

(3), D2CN was generated at the back of the flow tube by admitting N, F, and

CD 4 through the sidearms, while H or D were added through the sliding injector.
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RESULTS

Rateconstantsfor reactions (2)and (3) were measuredand thesereactions

were found to beefficient processesfor the formation of HCN and DCN3.

N + H2CN --> NH + HCN

N + D2CN --> ND + DCN

(2)

Reaction (2) was studied at three temperatures and the following values (in units

of 10'llcm3s "1) were obtained: (3.9+/-2.2), 200K; (4.4+/-1.4), 298K;

(6.7+/°2.0), 363K. Reaction (3)

H + D2CN --> HD + DCN

D + D2CN --> D 2 + DCN

(3)

was studied at 298K and k 3 > 7x10 "11 cm3s "1. No isotope effect was observed

for either reaction.

Ionization potentials were measured for H2CN and D2CN. The mass

spectrometer was calibrated for NO and HCN. From the calibration runs it was

found that I.P.(ev) = I.P.(measured) - 2.6. Figure I shows the uncorrected

results for H2CN and D2CN. Applying the above correction, an ionization

potential of (9.6+/:L0)evwas obtained for H2CN and D2CN. Photoionization

experiments were performed with an Argon lamp. H2CN was readily detected

thus suggesting I.P. < 11.6 ev. A theoretical calculation of the ionization

potential of H2CN yields the value 10.8 ev 4.

DISCUSSION AND CONCLUSION

Our results show that an important source of HCN in Titan's atmosphere is

the sequence of reactions

N + CH 3 --> H2CN + H

H + H2CN --> H 2 + HCN

(1)

(3)
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Yung et al 5 have proposed that HCN can participate in the recombination of H on

Titan by the reactions

H + HCN + M --> H2CN + M

H + H2CN --> HCN + H 2

(4)

(3)

On Jupiter the coupled photochemistry of ammonia and acetylene has been

proposed by Kaye and Strobel 6 to lead to the reaction

NH 2 + C2H 3 --> C2H5N (5)

The photolysis of the various isomers of C2H5N can lead to the following

reactions

C2H5N --> HCN + CH 3 + H

-.> H2CN + CH 3

(6)

(7)

Subsequent reaction of H2CN with H yields HCN.

Our results provide the quantitative information needed for modelers to

determine altitude profiles for H2CN, HCN and subsequent nitrile compounds in

Titan's atmosphere. These results may have imPortant implications for modelers

and instrument designers in selecting experiments to study the chemical

composition of Titan's atmosphere in the upcoming Cassini mission.
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ABSTRACT

Methane is photolyzed by the solar UV in the stratosphere of Saturn.

Subsequent photochemistry leads to the production of acetylene (C2H2) and

diacetylene (C4H2). These species are produced where it is relatively warm (T

140K), but the tropopause temperature of Saturn ( =80K ) is low enough that

these two species may freeze out to their respective ices. Numerical models

which include both photochemistry and condensation loss make predictions about

the mixing ratios of these species and haze production rates. These models are

dependent upon knowing reaction pathways and their associated kinetic reaction

rate constants and vapor pressures. How uncertainties in the chemistry and

improvements in the vapor pressures affect model predictions for Saturn are

discussed.

PHOTOCHEMISTRY

Acetylene (C2H2) is produced from the photolysis of methane (CH4) in the

stratosphere of Saturn by the solar UV and subsequent photochemistry. The sink

for C2H 2 is either transport downward, condensation in the lower stratosphere

(to its ice), or photolysis;

C2H 2 + h_ --> C2H + H (i)

--> C 2 + H 2 (2)

C2H either recycles C2H2';

C2H + CH4 --> C2H 2 + CH 3 (3)
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C2H + H 2 --> C2H 2 + C2H 3

C2H + C2H 6 --> C2H 2 + C2H 5

(4)

(5)

or makes diacetylene (C4H2) ;

C2H + C2H 2 --> C4H 2 + H (6)

which condenses out in the lower stratosphere (also to its ice).

Reaction rates for (3) - (6) have been measured only at room

temperature, while the temperature range in the region of interest in the

stratosphere of Saturn is 80 < T < 150K. The extrapolation of the reaction

rates to lower temperatures can be done using the Arrhenius equation;

A • exp[ AE / ( R • T ) ] (7)

where A is the frequency factor and AE is the activation energy. Either A or

AE can be calculated from theory. Then from the measured room temperature

reaction rate, the other term can be deduced. Calculating AE from BSBL theory

and then deriving A produces rate constants of (cm 3 molecules "I sec-l); 1

C2H H 2 k = 5.7 X i0 "II exp( -1762 / T ) (8)

C2H - CH 4 k = 6.5 X 10 "12 exp( -503 / T ) (9)

C2H - C2H 6 k = 1.8 X i0 "II exp( -302 / T ) (I0)

(Set I). Calculating A from BEBO theory and then deriving AE yields the

following different rate constants; 1

C2H - H 2

C2H - CH 4

C2H - C2H 6

k = 1.9 X I0 "II exp( -1460 / T ) (Ii)

k = 3.1 X 10 -12 exp( -252 / T ) (12)

k = 6.9 X 10 12 (13)

(Set 2). This is the same as used by Yung, Allen and Pinto in modeling Titan

photochemistry. 2 Using Set 2 leads to less C4H 2 production and more C2H 2

recycling than using Set I. Recently, Stephans et al. measured the reaction

rates of C2H H 2 and C2H - C2H2 .3 Their rates are 3 and 5 times the rates
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reported by Laufer and Bass. 4 Note, however, that Laufer and Bass measured

the appearance of products (C2H 2 and C4H2) while Stephans measured the

disappearance of C2H (a reactant).

The fate of the C2 produced in (2) is uncertain;

C2 + H 2 --> C2H + H (14)

C2 + CH 4 --> C2H + CH 3 a (15a)

--> C2H 2 + ICH 2 b (15b)

Even though [CH4] << [H2] in the stratosphere of Saturn, the reaction rate

with CH 4 is fast enough to overcome the relative abundance difference. These

two reactions have been measured only at room temperature and above. 5,6

VAPOR PRESSURES

Previously, the lowest temperatures at which the vapor pressures of C4H 2 and

C2H 2 had been measured were 190K and 98K respectively. The new vapor pressure

measurements by Masterson et al., have extended this to 127K and 80K for

diacetylene and acetylene respectively. 7 This has removed the need for

extrapolating the C2H 2 vapor pressure, and reduced the temperature range of

extrapolation for C4H 2 from IIOK to 47K. The analysis of the this new vapor

pressure data is not yet complete, however.

DISCUSSION

The C2H 2 mixing ratio from the photochemical model is compared to its

saturation mixing ratio (from the data of Masterson et al. 7) in Figure i. The

lower boundary condition is downward transport with the maximum possible

velocity. Lowering the downward transport velocity increases the C2H 2 mixing

ratio at the tropopause and thus increases the supersaturation and the

likelihood of condensation. Extrapolation of the previous vapor pressure data

resulted in higher vapor pressures and the model would have predicted no

possible condensation. The chemical production rate of acetylene in the model

is on the order of 6.5 X 108 molecules cm -2 sec -I, or 3 X i0 -14 grams cm -2

sec -!, capable of dominating the haze production rate (Table I.). However, the
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TABLE I

DIACETYLENE HAZE LOCATION AND PRODUCTION RATES

CHEMISTRY

a pathway for C2 + CH 4

Set 1 C2H reaction rates

b pathway for C2 + CH 4

Set i C2H reaction rates

a pathway for C2 + CH4

Set 2 C2H reaction rates

b pathway for C2 + CH4

Set 2 C2H reaction rates

T P #

103.0 ll.O 1.3 X 107

103.0 ii.0 4.8 X 106

100.0 12.0 1.8 X 106

i00.0 12.0 6.7 X 105

grams

1.0 X 10 -15

4.0 X 10 -16

1.5 X 10 -16

5.5 X 10 -17

T - Temperature in degrees Kelvin at which C4H 2 begins to condense

P - Pressure in mbar at which C4H 2 begins to condense

# - Column production rate of C4H 2 haze in molecules cm °2 sec -I

grams Column production rate of C4H 2 haze in grams cm -2 sec -I
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supersaturation with the maximum downward velocity case is = 4 and may not be

enough to initiate condensation.

Changes in the C4H 2 mixing ratio due to changes in the C2H reaction

rates are shown in Figure 2. Similar effects are seen with changes in the C 2 +

CH 4 pathway with the (a) pathway producing the larger C4H 2 mixing ratios. As

can be seen in Table I, uncertainties in the chemistry cause more than an

order of magnitude variation in the predicted C4H 2 haze production rate.

Measurements of the C2H and C2 reaction rates at lower temperatures are

needed to improve model predictions. Secondarily the products of the C 2 + CH 4

reaction should be identified. Improved C2H 2 vapor pressures have shown that

C2H 2 is now a possible source of the observed stratospheric haze on Saturn.

C4H 2 is a probable source, whose importance could be better constrained with

better knowledge of the chemistry and vapor pressure measurements at lower

temperatures (the C4H 2 vapor pressure is still being extrapolated over 50K).

REFERENCES

IR. L. Brown and A. H. Laufer, J. Phys. Chem. 85, 3826 (1981).

2y. Yung, M. Allen, and J. Pinto, Ap. J. Supp. 55, 564 (1984).

3j. W. Stephans, J. L. Hall, H. Solka, W.-B. Yan, R. F. Curl, and G. P. Glass,

J. Phys. Chem. 91, 5740 (1987).

4A. H. Laufer and A. M. Bass, J. Phys. Chem. 83, 310 (1979).

5L. Pasternack and J. R. McDonald, Chem. Physics 43, 173 (1979).

6W. M. Pitts, L. Pasternack, and J. R. McDonald, Chem. Physics 68, 417 (1982).

7C. Masterson, J. Allen, G. Kraus, R. Khanna, in prep. (1989).

ACKNOWLEDGEMENTS
£7 _Tiz f_7_7 ]717_ Z

I am deeply indebted to L. Stief, J. E. Allen, C. Masterson, and R. Khanna for

assistance in understanding laboratory data. I am supported at NASA Goddard

Space Flight Center, Greenbelt, Maryland, by NASA contract NAS5-30134.

ZZI -277

254



N90-26771

UV AND VUV SPECTROSCOPY AND PHOTOCHEMISTRY OF SMALL

MOLECULES IN A SUPERSONIC JET

E. ROHL* AND V. VAIDA

Department of Chemistry and Biochemistry, University of Colorado, Boulder, CO 80309

*permanent address: Institut fill" Physikalische und Theoretische Chemie, Freie Universi_t

Berlin, Takustr. 3, D-1000 Berlin 33, Federal Republic of Germany.

ABSTRACT

UV and VUV absorption and emission spectroscopy is used to probe jet cooled molecules,

free radicals, and clusters in the gas phase. Due to efficient cooling inhomogeneous effects on

spectral line widths are eliminated. Therefore from these spectra, both structural and dynamical

information is obtained. The photoproducts of these reactions are probed by resonance enhanced

multiphoton ionization.

INTRODUCTION

In the last years an experimental research program has been developed in our laboratory

which allows study of reactive small molecules, radicals, and their molecular aggregates. This

program employs a combination of supersonic molecular beams for sample preparation with

spectroscopic and photofragment techniques, used to characterize these reactive species.

RESULTS AND DISCUSSION

Jet cooled molecules such as NH 3, CS2, OCS, and CH3I have been studied during the last

years by vacuum UV spectroscopy. 1-3 These improved spectra provided structural and

dynamical models for the excited states of these small reactive molecules. Besides absorption

features known for the isolated molecules, new absorption bands have been observed at high

stagnation pressure. These bands have been assigned as dimer absorption bands. The

experimental scope has been extended recently to high resolution UV spectroscopy in order to

understand monomolecular reaction dynamics of photoreactive systems. This is accomplished
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by usinga Fouriertransformspectrometer(FTS)with afreejet expansion.Comparedto thebest
conventionalfreejet absorptiontechnique,1theFTSoffersa 15timesgreatersensitivityandtwo

ordersof magnitudebetterspectralresolution.This techniquehasbeenappliedto studyreactive
electronicstatesof chlorinedioxide(O(210).4Uponelectronicexcitation(_,(2A2)_ _((2B1),260-

480 nm) OC10 predissociatesinto the fragmentsC10 + O. With rotational cooling in a

supersonic expansion spectral congestion due to inhomogeneouseffects can be reduced
substantially.From therotationalenvelopesof thevibrationalbandsarapid increasein the line

widthsis observedastheenergyof thetransitionis increased.Figure 1showsaportionof thejet
cooled (A(2A2)---_((2B1)absorptionbandof chlorinedioxide. Thesplittings in eachbandare

causedby the35C1and37C1isotopes.
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Figure 1: Portion of the jet cooled absorption spectrum of chlorine dioxide. Recorded at 5cm -]

resolution and 2 atm total stagnation pressure (3% OCIO in He).

The Fourier transform technique can be also used for emission spectroscopy. This has

been demonstrated for emission of jet cooled CN(B 2El radicals. 5 The spectroscopic sample is

formed in a continuous corona discharge. The B----X emission spectrum of CN is shown in

Figure 2. The advantage of the corona discharge radical source is that high vibrationally excited

levels can be studied in a relatively uncongested rotationally cold spectrum. 6 From the spectrum a

vibrational temperature of 2200 K and a rotational temperature of 75 K has been deduced. New

and more accurate rotational constants for the CN B-state have been obtained by the use of K

values up to 62.
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Figure 2: CN (B---X) emission spectrum recorded at 0.25 cm -1 spectral resolution under

stagnation conditions of 0.13 atm CH3CN in 1 atm He. The spectrum includes both the 0-0 and

1-1 transitions. Arrows indicate perturbations from A-state rotational levels.

Besides spectroscopic probes we have employed mass spectrometry to analyze the

products of reactive electronic states of jet cooled molecules. The technique used is resonance

enhanced multiphoton ionization (REMPI). Chlorine dioxide has been studied in the spectral

regime of (A(2A2)---X(2B1) transition.7 The main products of the above mentioned

predissociation is C10 + O. Chlorine oxide is probed in a (2+2) REMPI process, in which the

C(2E)'---(2H) is accessed (see Figure 3a). All REMPI bands observed are due to vibrationally

excited C10 (X(2FI)(v=3-6)). The rotational profiles of the REMPI bands corresponds to a

thermal Bohzmann population with T=100 K. At higher photon energy (around 340 nm)

additional rotational fine structure of vibrationally excited C10 (A(2yI)_X(21-I)) occurs in the

REMPI spectrum of C10 +. Besides predissociation of OC10 we find evidence for

photoisomerization of OC10 (A(2A2)). A single resonance in the CI+ REMPi signal occurs at 362

nm (see Figure 3b). This agrees with matrix work on chlorine dioxide, where around 365 nm

photoisomerization into C1OO was observed. 8

Due to its low binding energy CIOO decays into C1 + 02. Because of the low muhiphoton

ionization cross section of molecular oxygen we observe only a C1 + REMPI signal which

suggests photoisomerization. We have recently discussed the potential importance of OC10

photoisomerization with respect to polar ozone depletion. 9
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[b] between 353 and 369 nm.

Currently we are extending our research program to small predissociating molecules which

are of interest for planetary atmospheres, such as HCN, H2S, and H20. We are also interested in

the spectroscopy and photoreactivity of homogeneous and heterogeneous clusters of these

species. Because cluster formation is enhanced at low temperatures, their photoreactivity might be

important tO understanding the chemistry of the atmospheres of outer planets.

ACKNOWLEDGEMENTS

This work is supported the National Science Foundation and Petroleum Research Fund.

E.R. acknowledges financial support by Deutsche Forschungsgemeinschaft.

t--Z-Z---Z L :

258



REFERENCES

1

2

4

5

6

7

8

9

V. Vaida, Acc. Chem. Res. 19, 114 (1986)

V. Vaida, M.I. McCarthy, P.C. Engelking, P. Rosmus, H.J. Werner, and P.

Botschwina, J. Chem. Phys. 86, 6669 (1987); P. Rosmus, P. Botschwina, H.J.

Werner, V. Vaida, and P.C. Engelking, J. Chem. Phys. 86, 6677 (1987); M.I.

McCarthy, P. Rosmus, H.J. Werner, P. Botschwina, and V. Vaida, J. Chem. Phys. 86,

6693 (1987).

V. Vaida, D.J. Donaldson, S.P. Sapers, R. Naaman, and M.S. Child, J. Phys. Chem.

93, 513 (1989).

E.C. Richard, C.T. Wickham-Jones, and V. Vaida, J. Phys. Chem. 93, 6346 (1989).

E.C. Richard, D.J. Donaldson, and V. Vaida, Chem. Phys. Lett., 157, 295 (1989).

P.C. Engelking, Rev. Sci. Instr. 57, 2274 (1986).

E. Rtihl, A. Jefferson, and V. Vaida, J. Phys. Chem., submitted (1989).

A. Arkell and I. Schwager, J. Am. Chem. Soc. 89, 5999 (1967).

V. Vaida, S. Solomon, E.C. Richard, E. Rtihl, and A. Jefferson, Nature, in press

(1989).

259



N90-26772

LABORATORY STUDIES OF PItOTODISSOCIATION PROCESSES RELEVANT TO THE

FORMATION OF COMETARY RADICALS

R.S. URDAHL, Y. BAO, AND W.M. JACKSON

Department of Chemistry, University of California, Davis, CA 95616

The strength of the C2(d3IIg ---, aSIIu) Swan band emission in the spectra of cometary

comae identifies this species as a prominent constituent of the coma gas, although its

photochemical origin remains yet uncertain. It was previously suggested[ 11 that the formation of

cometary C2 proceeds via the secondary photolysis of the C2H radical, which is itself generated

by dissociation of the stable acetylene molecule. The detection of C2H in the interstellar

mediumI21 and the recent analysis of the radial variation in C2(AV=0) surface brightness of

Comet Halley[ 31 support the postulate that C2 is a third-generation molecule. Although these

astrophysical observations provide evidence for the proposed two-step dissociation process,

laboratory verification of the mechanism is currently incomplete.

Measurement of the C2 and C2H translational energy distributions produced from the

multiphoton dissociation (MPD) of acetylene at 193nm[ 41 identifies the primary processes to be:

C2Hz(XI_g +) + hVlgsnm .... > C2H(X2_ +, A2II) + H(zS) (1)

CzH(X2E +, A21"l)+ hVlO3n m .... > C2(XIEg +, a311u,AllIu)+ H(zS) (2)

Time-resolved FTIR emissionstudiesof the nascentC2H radicalformed in reaction(I)[5]verify

that this species is produced both vibrationally and electronically excited. A survey of the

internal energy distributions of the C2 fragments produced from the MPD of acetylene using a

high intensity ArF laser is currently in progress in this laboratory. Previous results using the

: techniques of laser-induced fluorescence (LIF) and time-resolved emission[ 6i allowed estimation

of nascent radical concentrations, with [C2(AIlIu)] >> [C2(Cqlg)], [C2(aSIIu)] > [C2(dSlIg)], and

[c2(aalIu)] = [C2(AIlIu)].

Recent experiments have focused on the measurement of rotational energy distributions

for the C2(AIIIu, aSIlu) fragments. Figure l illustrates the distribution of rotational energies for

the nascent C2(All'Iu) fragment produced during the MPD of various CzH precursors. The

distributions can each be fit using low and high temperature components, which implies the

dissociation of CzH occurs through a statistical process such as predissociation or internal

conversion to the ground state continuum. The rotational energy distribution of nascent

_ C2(aSlIu) from the MPD of acetylene is shown in Figure 2. Although the fit to a single

temperature is fair, there is some indication of a low temperature component in the region of

low rotational energies. Since the measurement of this distribution requires the use of low gas
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pressures and short pump/probe delay times, interference from C2(dSIIg ---, aSIIu) emission limits

the achievable signal to noise ratio. We are currently trying to improve our C:(aSIIu) detection

capability by performing this experiment in a molecular beam, thus allowing for discrimination

between initial emission and LIF.
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Figure 1. Rotational energy distributions for nascent C2(AIIIu, v"=0) formed
in the photolysis of various C2H precursors. The solid curves are fit to the

temperature pairs of 100K+1200K, 150K+lS00K, and 150K+lS00K for C2H2,
C2D2, and CF3C2H, respectively.
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Figure 2. Rotational energy distribution for nascent C2(aSIIu, v"ffi0) formed In
the photolysis of C2H2.
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A portion of the two-photon laser excitation spectrum of C2(XIE, +) is shown in

Figure 3. Since the signal was only observable after the inclusion of a buffer gas, it appears

that C2(XXE, +) is not formed appreciably during the initial dissociation process but rather as a

result of radiative and collisional quenching of the AIIIu and aaII= primary fragments.
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Figure 3. Two-photon laser excitation spectrum of C2(XIV,,+) produced in
the MPD of C2H2 at 193nm, observed at a delay of 2/_s (100retort C2H2, 10torr

Ar).

Another class of experiments being performed considers the mechanism and dynamics of

CH and Ca formation during the photodissociation of allene with a focused ArF laser. The laser

excitation spectra of CH(X2II) and Cs(Xl_g +) given in Figures 4 and 5 verify the production of

these cometary radicals, but give little insight into whether they are formed by primary or

secondary dissociation processes. Again, the extraction of this information may be possible

through the use of a molecular beam, since the possibility of forming a product by collisional

processes is minimized.

Although the experiments performed to date provide considerable evidence in support of

reaction (2), there is an important distinction to be made when comparing the laboratory

conditions to those typically found in comets. Since the C2H radicals generated in the

laboratory experiments are formed vibrationally and/or electronically excited, the theoretical

calculations of Shih et al.[ 7] predict 193nm vertical excitation of the bent(115 °) C2H(12A ' --,

22A ") transition. Alternatively, any rotationally/vibrationally excited C2H present in cometary

comae will quickly undergo radiative relaxation in the infrared to their lowest rotational and

vibrational state. The vertical excitation energy for the linear(180") C2H(X2Z + --* =II) transition

then increases to ---8.1eV[7], well into the vacuum UV region. Experiments are currently under
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way in our laboratory to confirm the cometary formation of C 2 via the VUV dissociation of

cold Call.
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Figure 4. Laser excitation spectrum of CH(X_II, v"=0) formed in the
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ABSTRACT

A review of the applications of chemical thermodynamics and chemical kinetics

to planetary atmospheres research during the past four decades is presented with an

emphasis on chemical equilibrium models and thermochemical kinetics. Several

current problems in planetary atmospheres research such as the origin of the

atmospheres of the terrestrial planets, atmosphere-surface interactions on Venus and

Mars, deep mixing in the atmospheres of the gas giant planets, and the origin of

the atmospheres of outer planet satellites all require laboratory data on the kinetics

of thermochemical reactions for their solution.

INTRODUCTION

The disciplines of chemical thermodynamics and chemical kinetics have been

applied to planetary atmospheres research for over four decades. A large number of

investigators (including observers and theoreticians) have used thermodynamics and

kinetics to model the chemistry of planetary atmospheres and of atmosphere-surface

interactions in order to interpret existing Earth-based, Earth-orbital, and spacecraft

spectroscopic data, to guide future observations, and to plan experiments on future

spacecraft missions.

In this paper I give a selective review of the history of these applications that

leads up to the present day and illustrates the background of several current

problems in planetary atmospheres research that require new thermodynamic and

kinetic data for their solution. ! start with a brief discussion of the retention of

chemically reactive volatiles in solid grains in the solar nebula and then proceed to

discuss one or more topics of interest for the atmospheres of Venus, Mars, the giant

planets, and the outer planet satellites Titan and Triton. My emphasis is on

atmosphere-surface interactions for the terrestrial planets, deep atmospheric chemistry

for the outer planets, and the origin of the atmospheres of the outer planet
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satellites. The companion paper by Yung in this volume focuses on upper

atmospheric chemistry and photochemistry for Venus, Mars, Earth, the giant

planets, and Titan while the companion paper by Thompson focuses on phase

equilibria of cryogenic systems believed to be important for atmosphere-surface

interactions on outer planet satellites such as Titan and Triton. The reader is

therefore referred to these papers for discussion of these topics.

SOLAR NEBULA CHEMISTRY AND THE ORIGIN OF THE ATMOSPHERES

OF THE TERRESTRIAL PLANETS

During the period 1920 - 1950, several authors pointed out that the rare gases (Ne,

At, Kr, Xe) are much less abundant than chemically reactive volatiles (H, O, C, N,

etc.) on the surface of the Earth 1-3. These large depletions, which are displayed in

Table 1, are generally interpreted as showing that the terrestrial atmosphere is

almost entirely secondary and originated as a result of chemical processes connected

with the formation of the Earth. These processes would retain the chemically

reactive volatiles as chemical compounds in solid grains while the rare gases could

only be retained by physical processes such as adsorption and absorption. Similar

depletions of non-radiogenic rare gases relative to chemically reactive volatiles, which

are observed on Venus and Mars, also imply a secondary origin for these

atmospheres as well 4. Thus, in order to understand the origin of the atmospheres

of Venus, Earth, and Mars we must first understand the chemical processes

responsible for retention of chemically reactive volatiles (e.g., H20, C, N, F, C1, S,

etc.) by the solid grains that accreted to form the planets.

During the early 1950's both Latimer 9 and Urey 1¢ became interested in this

problem and in two seminal contributions set the stage for much of the subsequent

work during the next 3 decades on chemical models of volatile element chemistry in

the solar nebula. For example Latimer and Urey both suggested that hydrated

silicate formation in the solar nebula was responsible for the retention of the water

that eventually formed the Earth's oceans, that carbon and nitrogen could have

been retained in solid grains as carbides and nitrides, that sulfur could have been

retained as sulfides (primarily as troilite FeS), and that the halogens could have

been retained as halide salts such as NH4C1, NaC1, CaF=, etc. Urey also pioneered

the application of chemical thermodynamics to models of solar nebula chemistry and

showed how for a given set of assumptions about elemental abundances, pressure,

268



and temperature, the stability fields of volatile-bearing compounds could be

calculated. By comparing the calculated stability fields to the pressure, temperature

conditions believed to be appropriate for the formation of the different planets Urey

could then make predictions about the reactions responsible for volatile retention by

the terrestrial planets.

Table 1. Depletions of important volatiles in the Earth relative to solar

abundances [(g/gSi)/(g/gSi)]"

Volatile Earth b

CO 2 3x10 -s

H20 2X10 -4

F 2x10 -2

2e, 22Ne 4Xl0-tt

N 2 4x10 -s

S 7x10 -s

CI 7x10 -3

3e,3SAr 2xi0-9

S4Kr lXl0 -7

132Xe 9Xl0-e

"Solar abundances from Cameron s. The atmospheric plus oceanic plus
crustal inventories for the Earth were obtained from Ronov and

Yaroshevsky s, Turekian 7 and Ozima and Podosek e.

bBulk composition model E5 from the Basaltic Volcanism Study Project
was used to determine the terrestrial silicon inventory.

During the next 3 decades, the availability of a large body of thermodynamic

data coupled with advances in our knowledge of the solar abundances of the

elements led to increasingly sophisticated chemical equilibrium calculations of volatile

element chemistry in the solar nebula 11-22.

The principal results of these calculations can be summarized as follows. The

important hydrated silicates 'serpentine [MgaSi2Os(OH)4] and talc [MgaSi4Olz(OH)2 ],

which exemplify the hydrated silicates observed in carbonaceous chondrites 23, do not

become thermodynamically stable until low temperatures below 400 K are reached in
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the solar nebula 24. (This conclusion is true over a wide range of pressures

extending up to 10 bars--a pressure much higher than suggested in any currently

accepted models of the solar nebula.) Formation of these silicates is calculated to

occur by the hydration of either single or composite mineral grains via reactions

exemplified by

Mg2SiO4(s) + MgSiOz(s ) +
forsterite enstatite

2Mg2SiO4(s ) + 3H20(g)
forsterite

4MgSiOs(s) + 2H20(g)
enstatite

2H20(g)= Mg3Sia%(OHh(s)
serpentine

= MgaSi2Oti(OH)4(s) + Mg(OH)2(s )
serpentine brucite

= MgtaS_40,i)(OH)2(s ) 4" Mg(OH)2(s )brucite

(1)

(2)

(3)

Secondly, retention of sulfur is calculated to occur via sulfurization of Fe metal

grains to form troilite via the reaction

Fe(metal) + H2S(g ) = FeS(troilite) + H2(g ) (4)

which becomes thermodynamically favorable at the pressure independent temperature

of 687 K. Fe metal is also calculated to react with enstatite and nebular water

vapor via the net thermochemical reaction

2MgSiOs(s ) + 2Fe(metal) + 2H20(g ) = Fe2SiO4(s ) + Mg2SiOs(s) + 2H2(g ) (5)

which Is predicted to control the oxidation state of the solid grains incorporated

into the terrestrial planetsil, 13. Any unreacted Fe metal grains that remain in

Contact With the nebuI_ gas may then be "rusted" by reaction with water vapor to

form magnetite via the net thermochemical reaction

3Fe(metal) + 4H20(g ) -- F%O4(magnetite ) + 4H2(g ) (6)

which first becomes thermodynamically favorable at the pressure independent

temperature of 400 K.

- Finally, depending on the oxidation state of the nebular gas, carbon and

- mt_'_ro-gen are predicted to be retained in solid grains either in solution in Fe metal

(for n-ebular gas having the solar C/O atomic ratio of about 0.4) or as carbides
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and nitrides (for nebular gas having a C/O atomic ratio greater than or equal to

about 0.8). The former retention mechanism is exemplified by the reactions

Fe(metal) + H2(g ) + CO(g) = C(in Fe) + H20(g ) (7)

Fe(metal) + CH4(g ) = C(in Fe) + 2H2(g ) (8)

2Fe(metal) + N2(g ) = 2N(in Fe) (9)

2Fe(metal) + 2NH3(g ) - 2N(in Fe) + 3H2(g ) (i0)

while the latter process is exemplified by the reactions

Si(g) + CO(g) + H2(g ) = SiC(s) + H20(g ) (II)

3Fe(metal) + Hz(g ) + CO(g) = F%C(cohenite) + H20(g ) (12)

2Ti(g) + N2(g ) = 2TiN(osbornite) (13)

These results coupled with models for the variation of temperature and pressure

with radial distance in the solar nebula then lead to specific predictions about the

volatile endowments of the terrestrial planets. For example, Lewis is has explained

the fact that Venus has about 100,000 times less observable water than the Earth

by the failure of Venus to have accreted hydrated silicates which did not become

thermodynamically stable until further out in the cooler regions of the solar nebula.

However chemical equilibrium models of solar nebula chemistry neglect the fact

that chemical interactions between gases and grains in the solar nebula took place

in a dynamic environment. Therefore the rate of chemical reactions is as important

(if not even more important) than the final equilibrium configuration. It is

interesting to note that the importance of chemical kinetics for solar nebula

chemistry was probably first recognized by Urey 2s. While discussing the

applications of chemical thermodynamics to solar nebula chemistry he stated that

"Our data in this field give much information relative to possible reactions, and at

higher temperatures they certainly give us practically assured knowledge of the

chemical situations due to the high velocities of the reactions, at least in

homogeneous systems, provided the data are adequate, which is unfortunately not
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always the case. At lower temperatures thermodynamic equilibrium may not be

reached even in periods of time that are long compared to the age of the universe,

and at these temperatures the kinetics of thermal reactions or of photochemical

reactions become important."

In recent years it has become recognized that kinetic data for volatile retention

reactions such as silicate hydration, iron sulfurization, FeO-bearing silicate formation,

and iron oxidation are necessary to compare the rates of these reactions to the

rates of nebular mixing and/or nebular cooling to determine quantitatively the

extent to which each reaction proceeded in the solar nebula. Unfortunately, this

cannot be done at present because the relevant kinetic data are unavailable.

Despite the unavailability of experimental data, reaction rate estimates, which

are based on the kinetic theory of gases and on the few available measurements of

activation energies, show that some reactions are impossible slow, while others are

fairly rapid, and still others are on the borderline. Figure 1 illustrates this point.

This estimated chemical time constants tchem for three exemplary volatile retention

reactions--troilite formation via reaction (4), magnetite formation via reaction (6),

and hydrated silicate formation via reaction (2)-are calculated by considering the

initial rate of the gas-grain reaction. This depends on the collision rate of the

reactant gas with the grain surfaces, which is given by

a I = 2.635 x 102s [Pi/(MiT)II2 ] (14)

where al has units of cm-2sec -1, P{ is the partial pressure of reactant gas [, M{ {s

the molecular weight of gas i, and T is the absolute temperature in Kelvins. The

total number of collisions with all grains in each cubic centimeter of the nebula is

given by ......

u{ -- a{A (15)

ii: ¸ :

!
|

where vi has units of cm -a sec -x and A is the total surface area of all reactant

grains per each cm a of the nebula. The grains are assumed to be monodisperse,

spherical particles that are crystalline (i.e., fully dense) and are uniformly distributed

at solar abundance in the gas. The results shown in Figure 1 also assume a grain

radius of 0.1 micrometers. This grain size is comparable to the very fine-grained

matrix found in chondritic meteorites and to the silicate grains observed in
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interplanetary dust particles 2s-2s, but is significantly smaller than the majority of

silicate grains observed in chondrites.

The collision time constant tco ll for all reactant gas molecules to collide with

all grains in each cm 3 of the nebula is then

t_o,, - (vi[i])-I (16)

where [i] is the molecular number density of gas i. If every collision led to

chemical reaction, equation (16) would also be the expression for the chemical time

constant tch.m. However, only a small fraction of collisions that possess the

necessary activation energy lead to chemical reaction. This fraction is given by

[., -- v,exp(-Ea/RT ) (17)

where E a is the activation energy and R is the ideal gas constant.

time constant tchem is then given by the expression

The chemical

tch.m = C/i/[i])-' = too II/exp(-Eo/RT) (18)

where the activation energies used in the calculations are taken from the literature

reviewed by Fegley 29.

Figure 1 compares the calculated chemical time constants with the lifetime of

the solar nebula, which is approximately 1013 seconds in currently accepted solar

nebula models 3¢-s2, and with the age of the solar system. It is clear that

hydrated silicate formation is one of the impossibly slow reactions which probably

requires a time greater than the age of the solar system to go to completion. On

the other hand, FeS formation is one of the relatively rapid reactions and takes

place in a fraction of the solar nebula lifetime. Apparently, magnetite formation is

on the borderline and may or may not be possible over the lifetime of the solar

nebula.

However, the estimated chemical lifetimes shown in Figure 1 are based on

activation energies which are taken from experiments done by materials scientists

under conditions of pressure, temperature, and composition which are generally far

removed from the conditions hypothesized as appropriate for the solar nebula.

Clearly what is needed to confirm or refute the theoretical estimates and to

establish the actual rate laws and mechanisms for the volatile retention reactions of
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interest are properly designed experimental measurements under the appropriate

conditions. For example, a systematic study of how the rate of magnetite formation

varies as a function of temperature, H 2 pressure and HJH20 ratio is necessary to

determine if this reaction either was or was not important in the solar nebula.

To summarize this section, the principles of chemical thermodynamics have been

applied to studies of solar nebula chemistry over the past four decades in an

attempt to determine how the volatiles seen in the present day atmospheres of

Venus, Earth, and Mars and in the oceans of the Earth were originally retained by

these planets. While sophisticated and apparently comprehensive models have been

generated as a result of this effort, the neglect of chemical kinetics has left us

without a clear understanding of the relative importance of the various reactions

hypothesized to have been important for volatile retention in the solar nebula. The

kinetic data required to remedy this distressing situation can be obtained only by

properly designed experimental measurements under the appropriate conditions.

ATMOSPHERE-SURFACE INTERACTIONS ON VENUS AND MARS

Venus and Mars provide two different natural laboratories for studying the

relative contributions of thermochemical and photochemical processes to chemical

weathering at the atmosphere-surface interface. The global mean Venus surface

temperature is about 740 K and the global mean surface pressure is about 92 bars.

Only a few percent of the solar flux incident on Venus manages to penetrate to the

lower atmosphere below the clouds and the short wavelength solar UV radiation

capable of photolyzing CO 2 does not manage to reach the surface. In contrast, the

Martian global mean surface temperature is 214 K and the global mean surface

pressure is about 6 millibars 83. In other words the Martian surface is about 530

degrees colder than the surface of Venus and the surface pressure is about 15,000

times lower than at the surface of Venus. Furthermore photodissociation of CO2,

the major atmospheric gas, occurs all the way down to the surface of Mars. Venus

would therefore appear to be a good natural laboratory for studying

thermochemically dominated chemical weathering processes while Mars would appear

to be a good natural laboratory for studying photochemically dominated chemical

weathering processes.
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(a) Venus

The concept of chemical equilibrium between the surface of Venus and the

reactive gases in its atmosphere was first suggested by Urey 1¢,33 and was later

developed by Mueller 34-39 who presented a chemical interaction model to reconcile

the known chemical composition of the Venus atmosphere with the high surface

temperature of Venus. Lewis and coworkers developed the concept of chemical

equilibrium between the atmosphere and surface of Venus in some detail 4_-48, and

used the concept of complete chemical equilibrium plus observational data on the

composition of the atmosphere of Venus to place limits on the surface composition,

abundance of trace gases in the atmosphere, the oxidation state of the crust, and

on chemical weathering of the surface. Several related studies by Soviet

investigators 47-62 used the assumption of chemical equilibrium, in some cases

coupled with Venera and Vega atmospheric and surface chemical analyses, to

investigate a variety of topics such as trace gas abundances in the Venus

atmosphere, cloud particle compositions, mineral stabilities on the Venus surface,

and predicted rock types on the Venus surface.

These chemical equilibrium studies were important pioneering efforts. However,

aside from some cursory acknowledgements that the achievement of chemical

equilibrium was conditional upon thermochemical reactions proceeding sufficiently

rapidly with respect to photolysis of reactants/products or with respect to

atmospheric mixing times, none of these studies established the reality of chemical

equilibrium at the Venus surface.

In fact a number of recent observations strongly suggest that chemical

equilibrium is not achieved at the atmosphere-surface interface on Venus. Lewis

and Kreimendah144 showed that at chemical equilibrium the reduced sulfur gases

HzS and COS will be present in much larger concentrations than the most stable

oxidized sulfur gas SO z, and in fact will be the dominant sulfur-bearing gas at and

near the surface of Venus. This prediction disagrees with the SO 2 and H2S

absolute abundance data reviewed by yon Zahn et a183 which showed that SO 2

dominated H2S and COS above 22 km altitude and had a mixing ratio of about

150 ppm between 22 km and 50 km (the cloud base). Also, preliminary Pioneer

Venus (PV) mass spectrometer data suggested that the HzS mixing ratio was 3-t- 2

ppm below 20 km while the PV gas chromatograph data showed an upper limit of

2 ppm at 22 km e3.

Further evidence against equilibrium is provided by other observations which

suggest temporal variations in the abundances of oxidized sulfur gases in the Venus
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atmosphere. Esposito 64 and Esposito et al es analyzed PV Orbiter UV spectrometer

data over the 1978-86 time period and concluded that the SO 2 mixing ratio in the

clouds decreased by an order of magnitude over this period. In this connection it

is interesting to note that in 1978 three groups ee-e8 discovered SO 2 on Venus at

mixing ratios in the range 0.02 to 0.8 ppm, levels which are 2 to 80 times higher

than the SO 2 upper limit of 0.01 ppm given by Owen and Sagan e9 seven years

earlier. Also spectroscopic measurements (at 200 to 400 nm) by the Vega

spacecraft indicated a SO 2 mixing ratio of 50 ppm between 26 and 53 km 7¢. This

is a factor of 3 less than the value obtained by the PV and Venera 12 gas

chromatographs 6.5 years before. Moroz 71 also reported that the Venera 13 and 14

gas chromatographs showed H2S and COS levels more than ten times higher than

the upper limits for these gases obtained by PV and Venera 11 and 12 four years

before.

At the same time, observations of the surface of Venus also suggest chemical

disequilibrium. Pettengill et a172, 7s suggested that high altitude regions of high

radar reflectivity may contain substantial abundances of sulfide minerals (e.g., pyrite

FeS 2 or troilite FeS). Subsequently Jurgens et a174, 7s also reported evidence for

high radar reflectivity materials on the surface of Venus. However, with the

observed H2S and COS concentrations 6s, Fe-bearing sulfides are thermodynamically

unstable on the surface of Venus and must be spontaneously weathered to form

sulfur-bearing gases. Also, Surkov et alTS, 77 reported that the X-ray fluorescence

experiments on the Venera 13,14, and Vega 2 landers showed larger amounts of

CaO than SO 3 thus implying an excess of Ca-bearing minerals for spontaneous

incorporation of SO 2 from atmosphere into sulfate-bearing minerals in the crust.

Taken together, these observations of Venus atmospheric chemistry and surface

composition suggest that chemical disequilibrium prevails (at least with respect to

sulfur chemistry) at the atmosphere-surface interface on Venus. However, the

thermodynamic models of Venus atmosphere-surface chemical interactions do not tell

us anything about the rates of gas-solid reactions responsible for incorporating SO 2

into sulfate minerals on Venus. Therefore, these models alone are insufficient to

correctly describe the disequilibrium chemistry which is observed on Venus. It is

also necessary to have information on the actual reaction rates. Fortunately, in this

case a recent study 78 provides the required reaction rate data.
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In this study, the rate of the net reaction

CaCOa(calcite ) -{- SO2(g ) .... > CaSO((anhydrite) + CO(g), (19)

was studied by heating calcite crystals in SO2-bearing gas mixtures for varying time

periods. The reaction of calcite with SO 2 is predicted to be a net sink for SO 2 on

Venus because as Figure 2 illustrates, the observed SO= abundance is about 100

times larger than the amount in equilibrium with calcite at Venus surface

conditions 79. Furthermore, calcite is one of the essential phases involved in the

Urey equilibrium

CaCOa(calcite ) + Si02(quartz ) = CaSiOa(wollastonite ) + C02(g) (20)

which is believed to buffer the CO 2 pressure in the Venus

atmosphereSS,se,42,ss, se because the equilibrium CO 2 pressure of 102 bars at the

mean Venus surface temperature of 740 K is identical within the thermodynamic

uncertainties to the observed CO 2 partial pressure of 92 bars at the Venus surface.

The experimentally determined reaction rate data are plotted in Figure 3 and a

micrograph of a representative reaction product is shown in Figure 4. The rate

data shown in Figure 3 can be applied to the problem of atmosphere-surface

disequilibrium on Venus by extrapolating the experimental results downward to

Venus surface temperatures (which range from 660 to 750 K) using the rate

equation 78 [R = 10 (19"84 "* _.28) expC-15,248(*2,970)/T) molecules cm -2 sec-1], the

PV radar altimetry data 81, and the atmospheric P, T-profile s2 to take into account

the altitude dependence of the rate. The resulting extrapolation is illustrated in

Figure 5 and the derived global-mean SO 2 reaction rate is 4.6 x 10 te molecules

cm -2 sec -1. This is equivalent to about 1 micrometer of anhydrite being deposited

each year. Aeolian weathering will presumably remove the anhydrite layers on a

timescale shorter than the 15-25 years required for a layer to build up to the

maximum thickness produced in the laboratory experiments, so the laboratory rate

data are applicable to Venus.

Assuming that the derived global-mean rate is representative of the rate at

which SO 2 is depleted by reaction with Ca-bearing minerals on the Venus surface,

the observed SO 2 column density of 2.2 x 102a molecules cm -2 would be removed

from the Venus atmosphere in about 1.9 x 106 years in the absence of a

comparable sulfur source.
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Figure 4. A scanning electron microscope photograph of the fracture surface of a
reacted calcite crystal. The scale bar is 100 micrometers long. All
external surfaces of the crystal are covered with a layer of anhydrite

(CaSO4) grains. The layer gradually becomes thicker and more dense
as the gas-solid reaction continues. This figure is from Fegley 129.
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(This calculation also assumes that because of similar rock and oxide densities, the

areal percentage of CaO on the Venus surface is equal to 7.90%, the weighted mean

of the Venera 13,14 and Vega 2 analyses76,77). This geologically short lifetime for

SO 2 in the atmosphere of Venus has been used to argue that maintenance of the

global sulfuric acid clouds requires volcanism to replenish the SO 2 78, which is the

precursor of the clouds.

However, there are a large number of other atmosphere-surface reactions,

exemplified by those listed in Table 2, which have been proposed to be important

on Venus. These reactions include the formation/decomposition of carbonates, the

formation/decomposition of hydrated minerals, the formation/decomposition of

halogen-bearing phases, and oxidation/reduction reactions. Although some of these

proposed reactions, such as those involving the chemically reactive hydrogen halides

HC1 and HF, may approach equilibrium on a very short timescale, other proposed

reactions such as those involving water vapor and oxidation/reduction reactions

involving CO/CO 2 equilibria may be very sluggish, even under the high

temperatures and pressures at the Venus surface. Unfortunately, no rate data are

available for any of these reactions and therefore the critical questions that remain

to be answered, such as the history of water and CO 2 on Venus, trace gas

atmospheric lifetimes, and chemical weathering rates will remain the subject of

speculation until the appropriate laboratory measurements are made. To summarize

this section, chemical equilibrium models of atmosphere-surface interactions on Venus

have been used to predict the abundances of trace gases in the atmosphere, the

oxidation state of the crust, mineral stabilities on the Venus surface, the abundances

of possible cloud forming condensates, and so on. However, these models cannot

explain the observed disequilibrium chemistry for sulfur, which is indicated by in

situ spacecraft analyses of the lower atmosphere and crust, by Earth-based radar

observations, and by the PV Ultraviolet Spectrometer orbital analyses of the upper

atmosphere of Venus. Instead, reaction rate data for an important SO 2 sink on

Venus have been used to estimate the lifetime of SO 2 (and thus the sulfuric acid

clouds) in the atmosphere of Venus and to infer the existence of extant volcanism

on Venus. Laboratory measurements of the kinetics of other gas-solid reactions

postulated to occur on Venus are also needed to determine the importance of these

reactions for the chemical cycles of other trace gases (e.g., H20 , CO2, HC1, HF,

etc.) in the Venus surface-atmosphere system.

283



Table 2.

Formation/Decomposition of Carbonates

Exemplary Atmosphere-Surface Reactions on Venus"

SiO2(quartz)

+ 2co2(g)

+ co2(g)

w

w
w

CaCO_(calcite) +

co_(g)

Mg2SiO 4 (forsterite)
SiO2(quartz )

Mg_SiO, (forsterite)

Mg_iO3(enstatite )

CaSiOs (wollastonite) +

2MgCOs(magnesite ) +

MgCO3(magnesite ) +

(i)

(2)

(3)

Formation/Decomposition of Hydrated Minerals

Ca_MgsSisO22 (OH) 2(tremolite ) = 2CaMgSi2Oa(diopside ) +
3M'gSiO3(ens_atite ) + SiO2(quartz) + H20(g) -

4NaAISi_Os(albite ) + 6CaA12Si208 (anorthite) +
6CaMgSi2Oe(diopside ) + 2FesO4(magnetite) + 5H_O(g) +
C02(g ) = 6Ca2FeA12Si3012(OH) (epiaote) +
2Na_MgsA12SisO22 (OH) 2 (glaucophane) + 6SiO2(quartz) +
co(_)

(4)

(5)

Formation/Decomposition of Halofien-Bearinl_ Phases

2NaCl(halite) + CaA12Si_O,(anorthite ) + Si02(quartz) +
H20(g ) = 2NaA1SiO4(nep'heIine) + CaSiO3(wol[astonite) +
2HCI(g)

2CaF (fluorite) + SiOg(quartz)
C a2_Cl2gSi20 z (akermanite) ÷- 4HF(g)

+ MgSiO3(enstatite ) =

KA1Si_O_(orthoclase) + 3MgSiO,(enstatite) + 2HF(g) --
KMg3_lgi3OleF2(fluorphlogopite) + 3SiO2(quartz) + H20(g)

Oxidation/Reduction Reactions

FeS2(pyrite ) .+ 2CaCO.(calcite) +
2CaSO,(anhydrite} + FeO(in sificates) + 7CO(g)

5co=(g)=

3FeMgSiO, (olivine) + CO2(g )
Fe304(magnetite ) + CO(g)

3MgSiO3(enstatite ) +

(6)

(7)

(s)

(9)

(10)

"Reactions taken from several papers by Lewis 42,44,48 and Khodakovsky s2.
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(b) Mars

Historically, thermochemically controlled weathering reactions were the first ones

to be examined on Mars. Beginning in the early 1960's several authors became

interested in the thermodynamic stabilities of Fe-bearing minerals on the Martian

surface (e.g. hematite Fe20 3, goethite FeO(OH), siderite FeC03) , the possibility

that "fossil" weathering products could survive to the present day on the Martian

surface, the thermodynamic stabilities of various clay minerals, and the major

gas-solid decomposition reaction involving the major mineral constituents of mafic

igneous rocks ss-eg. Although a substantial body of information now exists about

the preferred thermodynamically driven weathering reactions and the stable

weathering products on the Martian surface, virtually nothing is known about the

kinetics of these reaction. In fact, aside from some general considerations about

gas-solid reaction rates given by Gooding es,ge the topic of reaction rates has been

virtually ignored in the literature, in large part due to lack of relevent experimental

data.

More recently, photochemically driven weathering reactions have been studied

experimentally. This work began in the early 1970's with experiments by Huguenin

on the photostimulated oxidation of magnetite 9z,92 and later was extended to the

formation of goethite and hydrated clay minerals on Mars 93 and to the unusual

chemical activity observed in the Viking biology experiments94,gs. Although

Huguenin reported the photostimulated oxidation of magnetite, and derived rate laws

and proposed a reaction mechanism, attempts to repeat his work by other

investigators, for example by Morris and his colleagues98, 97, have been unsuccessful.

Furthermore a study of carbonate formation under Martian surface conditions by

Booth and Kieffer 9s found that direct UV illumination of the reactants did not

significantly alter carbonate formation.

Despite the apparently contradictory experimental results published in the

literature, theoretical considerations imply that photochemically driven chemical

weathering may be an important process at the Martian surface. The penetration

of UV radiation with wavelengths as short as 195 nm to the Martian surface 99 and

the predicted production of significant amount of reactive species such as hydrogen

peroxide H20 2 at the Martian surface99,zc¢

environment. Further laboratory experiments,

analytical techniques, appear to be in order

photochemically driven chemical weathering on Mars.

indicate a chemically reactive

perhaps with surface sensitive

to resolve the question of
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Thus, to summarize this section extensive theoretical studies of thermochemical

weathering reactions have led to predictions of the preferred weathering reactions

and stable reaction products. However, no data are available on the kinetics of the

relevant reactions and their rates under present day Martian surface conditions

cannot be evaluated. On the other hand, theoretical considerations and some

published laboratory experiments indicate that photochemical weathering reactions

may proceed rapidly under present day Martian surface conditions. But other

published laboratory experiments find negative results and the contradictory situation

has not yet been satisfactorily resolved.

DEEP MIXING IN THE ATMOSPHERES OF JUPITER, SATURN, URANUS,

AND NEPTUNE

The atmospheres of the four gas giant planets (Jupiter, Saturn, Uranus, and

Neptune} are qualitatively different from those of the terrestrial planets. Whereas

the atmospheres of the terrestrial planets make up about 100 ppm of the total

planetary mass, are relatively oxidizing, and are terminated by sharp

atmosphere-surface boundaries; the atmospheres of the gas giant planets are the

dominant fraction of the masses of Jupiter and Saturn and a significant fraction of

the masses of Ur_mus and Neptune, are dominated by H 2, and do not have distinct

lower boundaries. Furthermore, three of the gas giant planets (Jupiter, Saturn, and :

Neptune} emit more heat than they absorb from the Sun and thus have internal

heat sources. Convection is required to transport the observed heat out of these

planets and also provides a mass transport mechanism between the cooler,

observable regions of their atmospheres, and the hotter unobservable regions

thousands of kilometers below the visible cloud decks. Although an internal heat

source has not been observed on Uranus, interior structure models and the need to

replenish the CH 4 lost by photodecomposition in the upper atmosphere also imply

the existence of vertical transport on this planet.

......... Historically, it was thought that the deep, hot atmospheres of the gas giant

planets, which are believed to reach temperatures of 1000 2000 K and pressures of

hundreds to thousands of bars, are the perfect environments for chemical reactions

to come to equilibrium. Indeed, the first comprehensive chemical model of Jupiter

which attempted to predict the abundances of a large number of spectroscopically

active species explicitly assumed complete chemical equilibrium lex. However, the

observation of PH 3 in the atmosphere of Jupiter 1_2 at an abundance about 30
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orders of magnitude greater than its predicted equilibrium value I¢I demonstrated

the existence of a powerful disequilibrating mechanism in the Jovian atmosphere.

The subsequent observations Ie3-I¢7 of other gases (CO, GeH4, HCN) on Jupiter at

abundances which are also many orders of magnitude greater than their predicted

chemical equilibrium values 1¢1 and of PHs, CO, GeH4, and AsH s on Saturn 1¢s-111

reinforced the existence of a potent disequilibrating mechanism in the atmospheres of

these two gas giant planets. Table 3 summarizes the observed abundances of these

species on Jupiter and Saturn.

Table 3. Observed Abundances of Disequilibrium Trace Gases on Jupiter and
Saturn.

Volume Mixing Ratio

Gas Jupiter Saturn

PH s 7XlO -7 4XlO-S

AsH a <3xlO -le 2x10-9

GeH 4 7x 10 -1¢ 5x10 -1¢

CO lX10 -_ 1.6x10-9

HCN 2x10 -9 <7xi0-9

Very shortly after the discovery of PH 8 on Jupiter, it was recognized that the

disequilibrating mechanism responsible for the observed PH s is rapid vertical mixing

from the deep atmosphere of Jupiter 112. As Figure 6 illustrates, PH 3 is the

dominant phosphorus-bearing gas in the deep atmosphere of Jupiter. As the

temperature decreases with increasing altitude however, PH 3 becomes

thermodynamically unstable with respect to oxidation by water vapor and if

chemical equilibrium is attained PH 3 will eventually be totally converted to P4Os

gas. At even cooler temperatures (and even higher levels in the atmosphere) the

P406 gas will itself become thermodynamically unstable and will react with the

atmospheric NH 3 to form a condensate cloud of NH4H2PO 4 solid.

A comparison of Table 3 and Figure 6 shows that the observed PH s mixing

ratio of about 0.7 ppm is the same as the PH 3 mixing ratio in the deep

atmosphere of Jupiter at temperatures greater than about 1100 K.
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Rapid vertical mixing from these deep atmospheric regions could thus provide the

observed PH s abundance in the much cooler observable regions of Jupiter's upper

atmosphere if the mixing were sufficiently rapid to transport the PH s upward at a

rate faster than the rate at which it is destroyed by oxidation to P4Oe gas. (Once

the PH 3 reaches the observable regions the temperature is sufficiently low (e.g., 200

K) to prevent any thermochemical destruction from occurring even on a geologically

long time period.) Similarly, the observed abundances of CO,HCN, and GeH 4 on

Jupiter are the same as the abundances of these gases at temperatures of about 900

to 1500 K in the deep atmosphere of Jupiter and the observed abundances of

AsHs, GeH4, PHs, and CO on Saturn also match the predicted abundances at

much deeper atmospheric levels.

Because nonequilibrium gases such as PHs, GeH4, AsHs, CO and HCN are

being transported upward from much deeper atmospheric levels on Jupiter and

Saturn they have been called chemical probes of the deep atmospheres of these two

planets. Given a quantitative framework for relating the vertical transport rates on

Jupiter and Saturn to the thermochemical destruction rates for these gases it should

then be possible to use the observed chemical probes to deduce the strength of

vertical mixing in the 1000 to 2000 K region of the atmospheres of these two

planets. Conversely, given an independent constraint on the strength of vertical

mixing in the deep atmospheres of Jupiter and Saturn the same quantitative

framework should permit deductions about the chemistry in these atmospheric

regions. Mathematically, the situation can be described as follows. Vertical mixing

is parameterized using the one dimensional vertical eddy diffusion coefficient Koddy.

Then, the characteristic convective mixing time tconv over a pressure scale height

H, which is just the time required for the convection driven by the internal heat

flux to lift a gas parcel over a pressure scale height, is given by

tconv -- H2/Keddy. (21)

In order to determine how rapid vertical mixing must be in order to transport a

nonequilibrlum gas such as PH s upward without any destruction, the convective

mixing time tconv must be compared to the characteristic thermochemical

destruction time tch.m , which depends on the rates of the reactions responsible for

destroying the nonequilibrium gas. Now the convective mixing time is fairly

insensitive to temperature because the pressure scale height H (equal to RT/pg

where R is the gas constant, p is the molecular weight of atmospheric gas, and g is
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and on the basis of qualitative studies.

the gravitational acceleration) is proportional to the temperature. However the

thermochemical destruction time is very sensitive to temperature because it depends

on reaction rates which themselves are exponential functions of temperature. At

some constant vertical mixing rate, there is a level in the atmosphere at which

tconv = tchem; this is defined as the quench level because for reactions with

sufficiently large activation energies, vertical mixing over a very small distance

compared to the pressure scale height H results in the thermochemical reactions

being quenched at the equilibrium concentrations prevailing at the quench level. At

lower levels below the quench level, there is a region where tchom is less than

tconv , or in other words, chemistry is proceeding more rapidly than dynamics.

Conversely at higher levels above the quench level, there is a region where tchem is

greater than tconv , or in other words a region where chemistry is proceeding more

slowly than dynamics. It is clear from equation (21) that as Kod_y increases, tconv

decreases and thus the quench level will be at higher temperatures (i.e., lower in

the atmosphere) where tchem is also smaller. Conversely, as Ked_y decreases, tconv

increases and thus the quench level will be at lower temperatures (i.e., higher in

the atmosphere) where tchem is also larger. Because the nonequilibrium trace gas

abundances are generally also decreasing with decreasing temperature, larger Keddy

values (meaning faster vertical mixing) generally results in larger abundances of the

nonequilibrium gases (and vice versa).

So given an atmospheric model (e.g., pressure, temperature, and composition)

and the relevant mechanisms and kinetic data for the thermochemical destruction of

nonequilibrium trace gases such as PHs, GeH 4, AsH s CO and HCN it should then

be possible to use the observed abundances of these gases to make deductions

about the deep atmospheres of Jupiter and Saturn. In fact, this is what has been

done in a recent series of papers 11s'12e, which have established the deep mixing

origin of the observed nonequilibrium trace gases, predicted many other potential

chemical probes of the deep atmospheres of Jupiter and Saturn, and extended the

deep mixing theory to Uranus and Neptune.

However, despite this progress, further advances in our knowledge of the

chemistry of the deep atmospheres of the gas giant planets require advances in our

knowledge of the reaction mechanisms and rate constants for the thermochemical

reactions responsible for the destruction of several nonequilibrium trace gases. For

example, in some cases absolutely no kinetic data are available and the reaction

mechanisms and rate constants have been proposed by analogy with other species

In other cases, rate constants have been
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calculated from the equilibrium constants and the rate constants of the reverse

reactions. While better knowledge of the reaction mechanisms and rate constants is

unlikely to qualitatively change our present understanding (e.g., metal hydrides such

as PH3, ASH3, and GeH 4 must be provided by deep mixing because there is no

extraplanetary source that would provide these species and at the same time not

provide enormously larger quantities of SiH4--which is not observed--on Jupiter and

Saturn), this improved knowledge may help to resolve some of the minor

discrepancies between theory and observation that currently exist. More

importantly, these laboratory data will provide a firm quantitative footing for using

species such as PH3, GeH4, ASH3, etc. to probe dynamics at different levels in the

atmospheres of Jupiter and Saturn and for using spatially resolved observations

(e.g., as may be possible from the CASSINI orbiter) to probe the depth of various

storm features in these atmospheres.

To summarize this section, the first chemical models of the atmosphere of

Jupiter assumed that chemical equilibrium governed the abundances of gases at all

levels in the atmosphere. However, the detections of nonequilibrium trace gases

such as PH3, GeH4, CO, HCN, and AsH s at abundances orders of magnitude

greater than their chemical equilibrium values in the cool, observable regions of the

Jovian and Saturnian atmospheres demonstrated the existence of a powerful

disequilibrating mechanism in the atmospheres of these two planets. The similarity

of the observed abundances with the predicted abundances of these nonequilibrium

gases in the much hotter, deep unobservable regions of the atmospheres of Jupiter

and Saturn suggests that rapid vertical mixing driven by the internal heat sources

on these planets is the source of these species. Quantitative calculations of the

amounts of nonequilibrium gases transported upward as a function of the assumed

vertical mixing rate and atmospheric bulk composition have established the validity

of the deep mixing model. However advances in our knowledge of reaction

mechanisms and rate constants for several nonequilibrium gases will allow us to use

spatially and temporally resolved observations of gaseous abundances to probe

atmospheric dynamics at different levels and at different times in the atmospheres of

the gas giant planets.
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ORIGIN OF THE ATMOSPHERES OF OUTER PLANET SATELLITES

The two large icy satellites Titan, which is a satellite of Saturn, and Triton,

which is a satellite of Neptune, possess atmospheres composed of N z and CH 4.

The atmosphere of Titan was discovered in 1944 by Kuiper 121 and the atmosphere

of Triton was first positively identified by observations from the Voyager 2

spacecraft122, z23. Both atmospheres are most plausibly derived from the outgassing

of carbon and nitrogen-bearing volatiles in Titan and Triton, and an understanding

of their origin therefore depends on an understanding of the solid materials that

were accreted to form these two satellites.

Extensive theoretical studies of low temperature condensation chemistry in the

solar nebula 24,124-127 have provided a framework for discussing the composition of

the solid grains that were accreted to form the icy satellites of the gas giant

planets. In the outer regions of the solar nebula, the first major volatile-bearing

condensate to form is water ice. As the temperature continues to decrease, CO and

N2, which are the dominant gaseous forms of carbon and nitrogen in the solar

nebula are predicted to equilibrate with the water ice and form clathrate compounds

having the ideal formula G 6H20 (G = gas). The actual clathrate formed will

probably be a solid solution containing both CO and N 2 with the equilibrium

composition depending on the thermodynamic properties of the two endmember

clathrates and the mixing properties of the solid solution (i.e., the extent of

nonideality). Further decreases in temperature are predicted to lead to the

condensation of pure CO and N 2 ices.

In the higher pressure environments of the subnebulae, which are believed to

have existed around Jupiter, Saturn, and possibly also around Uranus and Neptune

during their formation, the initial volatile-bearing condensate is still predicted to be

water ice but the subsequent condensates are different. As discussed in detail

........... elsewhere 24, the dominant gaseous forms of carbon and nitrogen in the hypothesized

outer planet subnebulae are predicted to be CH 4 and NH 3, respectively. As the

temperature decreases below the water ice condensation point, NH 3 is predicted to

react with the ice to form ammonia hydrate NH 3 HzO. Subsequent decreases in

temperature lead to formation of methane clathrate CH 4 6HzO and eventually to

the condensat_0n of pure CH 4 ice.
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As Figures 7 and 8 illustrate, the composition of low temperature condensates

formed in the solar nebula and in the hypothesized outer planet subnebulae are

quite different and are manifested not only in terms of the volatile-bearing phases

themselves, but also in the composition of the outgassed volatiles and in the ice to

rock ratios in the two cases. These points and their implications for the origin of

the atmosphere of Titan have been discussed at length in the literature 24,12e

However, despite the importance of the low temperature condensation models for

questions such as the origin of the atmosphere of Titan, some of the fundamental

thermodynamic and kinetic data which are inputs to the models are poorly known,

A few examples will serve to illustrate this point.

The models of low temperature chemistry predict that clathrate compounds

(e.g., CH4, CO, and N 2 clathrates) will form at temperatures below 100 K in the

outer nebula or in the outer planet subnebulae. (This is true over a wide range of

pressures believed to be appropriate in these environments.) However, virtually no

laboratory measurements exist for clathrate stabilities under these conditions. In the

case of methane clathrate, most of the available laboratory studies are at much

higher temperatures, are directed toward understanding the formation of clathrates

in natural gas pipelines, and are up to 50 years old. In the case of N 2 and CO

clathrates, virtually no laboratory data on clathrate stabilities are available at all.

Furthermore, very little experimental data is available on the solid solution

properties of CH4-CO-N 2 clathrates. Again, the laboratory data that are available

have mainly been obtained under conditions of significantly higher temperature and

pressure than believed to be appropriate for the natural environments of interest to

the cosmochemist.

However, to some extent, theoretical models of clathrate thermodynamics and

solid solution properties can be used in place of the missing experimental data.

What is much more difficult to remedy by theory is the lack of data on the

kinetics of clathrate formation under pressure and temperature conditions believed to

have existed in the outer solar nebula and in the outer planet subnebulae.

Furthermore, theoretical reaction rate estimates based on the kinetic theory of gases,

indicate that clathrate formation is probably kinetically inhibited in the solar nebula

but not in the outer planet subnebulae24, 29 Thus, laboratory measurements of the

rate of clathrate formation are highly desirable.
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A related topic which also requires laboratory measurements of reaction rates to

remedy our lack of knowledge is the action of solar UV light and charged particles

on clathrates. Even if it is kinetically feasible to form a clathrate in a particular

environment, long term exposure to solar UV photons or to cosmic rays or to

charged particles in a magnetosphere may adversely affect the clathrate (e.g., by

releasing the trapped CO, CH 4, or N2; by chemically reprocessing the trapped

volatiles into different and perhaps less volatile species; etc.). Our knowledge of

these effects is very limited and potentially is a stumbling block to our

understanding of the origin and long term evolution of the atmospheres of icy

bodies in the outer solar system.

SUMMARY AND RECOMMENDATIONS

The application of chemical thermodynamics and chemical kinetics to planetary

atmospheres research during the past four decades has produced an impressive array

of accomplishments which have widely expanded our knowledge of the origin,

evolution, and chemistry of planetary atmospheres. Nevertheless despite these

advances, our knowledge of many fundamental questions is still in its infancy. For

example, we still do not know why Venus has 100,000 times less observable water

than the Earth, the rates of atmosphere-surface chemical interactions on Venus and

Mars, the relative importance of photochemical versus thermochemical weathering at

the atmosphere-surface interface on Mars, the nature of the deep atmospheres of the

gas giant planets, and so on.

Although it is likely that a combination of experimental, observational, and

theoretical studies will be essential to improve our understanding of these (and

other) unresolved issues tied to the origin, evolution, and chemistry of planetary

atmospheres, I believe that the following experimental studies are worth emphasizing:

lw Quantitative laboratory studies of the kinetics and mechanisms of important

volatile retention reactions in the solar nebula. These reactions include the

vapor phase hydration of anhydrous silicates, the formation of magnetite FesO 4

and FeO-bearing silicate formation (both reactions are important for controlling

the oxidation state of solid grains that formed the terrestrial planets), and

clathrate formation (especially for CO, CH 4, and N2-bearing clathrates).
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2. Quantitative laboratory studies of the kinetics and mechanisms of important

thermochemical weathering reactions at the atmosphere-surface interface on

Venus. These reactions include the formation/decomposition of hydrated

silicates, the release/retention of hydrogen halides, the weathering of sulfide

minerals, and the incorporation of SO 2 into crustal minerals.

3. Quantitative laboratory studies to determine if photochemically stimulated

chemical weathering reactions such as the oxidation of ferrous to ferric iron are

taking place under present day conditions at the atmosphere-surface interface on

Mars.

4. Quantitative laboratory measurements of the kinetics and mechanisms of

thermochemical reactions postulated to destroy chemical probes of atmospheric

dynamics on the gas giant planets. The species of interest include CO, PH3,

GeH4, ASH3, and HCN. Unlike the other studies listed above, these studies

are homogeneous gas phase chemical kinetic studies.

5. Quantitative laboratory measurements of the effects of UV photons and charged

particles on the stability of clathrate compounds of CH4, CO, and N 2. It is

especially important to examine mixed clathrates containing both carbon and

nitrogen species.
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ABSTRACT

Liquid-vapor and solid-vapor equilibria at low to moderate pressures and low tem-

peratures are important in many solar system environments, including the surface and

clouds of Titan, the clouds of Uranus and Neptune, and the surfaces of Mars and Tri-

ton. The familiar cases of ideal behavior (pi = X_p'_, where Pi is the vapor pressure

of a species present at mol fraction X_ in a condensate, and p_ is its vapor pressure

in the pure state), and Henry's law [Xi = pi/KH, where Kn is the Henry's law con-

stant for a given solute (gas) and solvent (liquid)] are limiting cases of a general ther-

modynamic representation for the vapor pressure of each component in a homogeneous

multicomponent system: p_ = "/_Xip_, where 7i is the activity coefficient. The funda-

mental connections of laboratory measurements to thermodynamic models are through

the Gibbs-Duhem relation G_ = [O(nTG_)/On,]w,p,,j and the Gibbs-Helmholtz relation

[O(GE/T)/OT]p,x = -HE/T 2. G E is the excess free energy of mixing- that is, in excess

z RT_XilnXi -- and H E is the excess enthalpy. G E is generallyof the ideal term Gmi _ =
i

represented in terms of a physical model containing dependencies on all Xj(j # i) and T,

and adjustable parameters which characterize the interaction of a single species with all

others in solution. Using laboratory measurements of the total pressure, temperature, and

compositions of the liquid and vapor phases at equilibrium, the values of these parameters

can be determined. The resulting model for vapor-liquid equilibrium can then conveniently

and accurately be used to calculate pressures, compositions, condensation altitudes, and

their dependencies on changing climatic conditions. A specific system being investigated

in our work is CH4-C2Hr-N2, at conditions relevant to Titan's surface and atmosphere.

We discuss: the modeling of existing data on CH4-N2, with applications to the compo-

sition of Titan's condensate clouds; some:new-measurements on the CHa-C2H6 binary,

using a high-precision static/volumetric system, and on the C2Hr-N2 binary, using the

volumetric system and a sensitive cryogenic flow calorimeter; and describe a new cryogenic

phase-equilibrium vessel with which we are beginning a detailed, systematic study of the

three constituent binaries and the ternary CH 4-C 2 H 6-N 2 system at temperatures ranging

from 80 to 105°K and pressures from 0.1 to 7 bar.
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VOLATILES IN CRYOGENIC PLANETARY ENVIRONMENTS

From the Earth's orbit sunward, ambient temperatures are sufficiently high that

only refractory (ionic, metallic, or polymeric) materials and compoundswith strong inter-
molecularforces(for example,hydrogenbondsin sulfuric acid and water) condenseto solid

and liquid form. However, at many locations farther from the sun, the surfaceor atmo-

spheric temperatures are sufficiently cold that moreweakly associatingpolar and nonpolar

molecules(dominated by van der Waals forces) constitute most of the volatiles, where by
volatiles we mean compounds which have sufficient vapor pressureto be present in the

gas,as well as the liquid and/or solid, states. These systems fall within the temperature

regime referred to as cryogenic in laboratory research.

The solid-vapor equilibrium of CO2 in the atmosphere and surface of Mars, of NHz in

the atmospheres of Jupiter and Saturn, and of SO 2 on the surface of Io involve molecules of

moderate bond polarities and temperatures ranging down to about 100°K. These examples

form a transition to the truly nonpolar volatiles mostly participating in equilibria near and

below 100°K: CH4, Ar, and perhaps N2, as components of cloud condensates on Uranus

and Neptune; CH4, N2, and perhaps Ar, as components of both clouds and, with C2H6

and C 3 Hs, of surface liquid on Titan; and finally N2, CH4, and perhaps At, CO, or other

species in solid-vapor equilibrium on the surfaces of Triton and Pluto.

The first goal of laboratory research on these species is to obtain a complete de-

scription of the vapor pressures, gas equations of state, and volumetric and thermodynamic

characteristics of the compounds in their pure liquid and gaseous states, at temperatures

and pressures relevant to planetary environments. Generally, published work at the low

pressures p and temperatures T appropriate to these cryogenic planetary conditions tends

to be sparse compared to that available at higher p and T. This problem is least serious

for the pure components, for which good data is generally available. (1,2) However, most

(if not all) of the condensate-vapor equilibrium systems mentioned above involve more

than one species, so that one needs to study in the laboratory, and accurately represent

by empirical or theoretical models, the equilibria in binary and multicomponent systems

as well.

This need is especially realized at Titan, where N 2 can form a substantial part of

CH4 condensate in the clouds, and a large inventory (about 700 m) of C2 H6 and C3 Hs ex-

pected from photochemistry virtually guarantees a liquid CH4-C2 Hr-N2-C3 Hs-... system

at the:surface, in equilibrium with the atmosphere. Present as minor solutes in the cloud

and ocean will be other hydrocarbons and nitriles: the nine detected by Voyager and, on

the basis of plasma chemistry studies, (3) several others. These arrive from above in the
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form of precipitating stratospheric condensates. Measuring and/or modeling the solubil-

ities of these minor solutes is another relevant topic, but one which we do not address

further here.

The major condensates and thermodynamic regimes relevant at Titan are summa-

rized in Figure 1. We use the interesting examples of Titan's CH4-N2 clouds and N2-

hydrocarbon multicomponent surface to illustrate the thermodynamic principles involved.

We describe some of the techniques which can be applied to study experimentally, and

accurately model, such systems. The focus of this paper reflects experimental work and

modeling by W. Reid Thompson of Space Sciences at Cornell, Jorge Ca]ado of the Techni-

ca] University of Lisbon, Portugal, and John Zollweg of Chemical Engineering at Cornell,

who, along with Chris McKay of NASA/Ames, are coinvestigators in a laboratory research

project funded by the NASA Planetary Atmospheres Program.

LABORATORY DATA ON N2-(Ar)-I:IYDROCARBON SYSTEMS

Due in part to their engineering importance, N2, CH4, C2H6, and C3 Hs are well-

characterized in the pure state. But for mixtures, the increased degrees of freedom which

must be explored in the laboratory makes the availability of data covering all relevant

p-T-X space less likely. (X is the mol fraction of a component in the liquid.) Data at the

relevant low temperatures and pressures are particularly sparse.

We summarize the available data for vapor-liquid equilibrium in binary and higher

combinations of N2, CH4, C2 H6, C3 Hs, and Ar in Table I. In order to accurately model the

Titan clouds, one needs good data on the N2-CH4 system. This system is the best studied

of the binaries, but available data does not guarantee consistent data. (4) Most of the other

binaries have few if any measurements at T < ll0°K, relevant to Titan's surface. In order

to understand the vapor-liquid equilibrium (VLE) at Titan's surface, and form a working

model of, for example, the thermal opacity--temperature--VLE feedback processes which

are active on Titan, we must form a good working knowledge of the constituent binaries

of the N2-CH4-C2H6 system, and preferably perform direct experiments on the N2-CtI 4-

C2 H6 ternary relevant to surface-atmosphere equilibrium. After some discussion of the

basic thermodynamics and models, we describe two existing types of experimental appara-

tus with which we are better characterizing the N2-C 2 H6 and CH4-C2H 6 binaries, and a

third apparatus with which we can perform direct vapor-liquid composition measurements

of multicomponent systems.
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Figure 1. A sketch of Titan's atmosphere, surface, and condensates. A thick haze extends

high into the stratosphere, while organic gases condense near the base of the stratosphere.

Various types of CH4-N2 clouds are shown in the troposphere. There is evidence for

precipitating clouds of CH4-N2 and surface lakes or oceans of C2 H6-CH4-N2-..., as shown.

The suggestion of geologic activity is artistic speculation only.
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Table I

Availability of Experimental Data,

N2-Ar-Hydrocarbon Systems

System

N2-CH4

Ar-CH 4

N2-Ar-CH4

CH 4 -C 21=[6

N2-C2 H6

N2-CH4-C2 He

CH4-C3 Hs

N 2-CH 4-C 3 H s

Ar-CHa-C2 He

(p, T) Coverage

T > 91°K

p > 0.2 bar

T > 92°K

p >_ 0.16 bar;
T > 105°K

p > 1.8 bar

T = l12°K

p > 3.0 bar

T > I!I°K

p _ 0.1 bar

T = 110.9°K

p_ 0 bar;
T > 101°K

p >_ 6.9 bar

T > 144°K

p > 68.9 bar;
T > 171°K

p >_ 1.9 bar

T > 90°K

p L 0.01 bar

T >_ 114°K
p > 2.9bar

T = l16°K

p > 4.0bar

T > l15°K

p = 1.0 bar

Assessment and Comments

Fair coverage of (p, T) relevant to surface-atmosphere
equilibrium if several studies are combined (about
20 p,T,X measurements total). Data applicable
to atmosphere-cloud equilibrium more limited, with

only a few measurements down to 80°K (cf. review
of Kidnay et M. (4)) New modeling discussed here.

Six points below 92°K)(ref'7 5). Adequate coverageabove 105°K (refs. 6, . Poor below 105°K and for
low p relevant to small Ar abundances expected.

Limited to one temperature. (s) At T this high, low
pressures correspond to Ar-dominated gas.

Good coverage above lll°K, cf. review by Hiza,
Miller and Kidnay. (9) Needs extension down to 91°K

or even lower (eutectic at 72.5°K). New work and
modellng discussed here.

Useful data at l10.9°K (ref. 10); range of T only
at high pressures.(11) Need coverage at lower (p, T).
New work and mode//ng discussed here.

Available data (12A3) only at (T,p) much different

than found on Titml. Three-phase (t? - _ - v) data
exists for T > 117°K, p > 14bar (ref. 14). This most
relevant ternary system needs study in the two-phase
(_? - v) region to 90°K and lower.

Good coverage above 900K, cf. review by Miller, Kid-
nay and Hiza. (15) Study could be extended to lower

T, toward eutectic.

Fair coverage above l14°K (ref. 16). Also three-phase
(e- _- v) data for T > l17°K, p > 13.8 bar (ref. 14).

Limited to one temperature and relatively high
pressures.(17)

Some useful data. (is) Needs study at lower (p, T).

Other relevant systems not studied, or at much
higher (p, T) than relevant for Titan.
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CONDENSATE-VAPOR THERMODYNAMICS OF MIXED SYSTEMS

For the simple caseof an ideal solution, the pressureof a component p_ is simply

proportional to its mol fraction Xi in the liquid. The statement of Raoult's law, and the

free energy of mixing for an ideal solution, are

p_ = Xip_

Gmi_I = RT __, Xi In Xi (1)

i

Gmi _ is the Gibbs free energy of mixingwhere pO is the vapor pressure of i in the pure state, I

in the ideal case, and R is the universal gas constant.

For molecules with similar polarizabilities and sizes, Raoult's law can provide a

reasonable first guess, but real systems always show some deviation from ideality. To

characterize the thermodynamic behavior of real systems, the concept of excess quantities

is introduced. An excess quantity is simply the actual measurement for a mixture minus

that which would apply for the hypothetical ideal mixture. A pivotal quantity is the excess

free energy

a = E (2)
i

where #_ is the chemical potential for species i,

#E = RTln 7_ (3)

and 7i is the activity coefficient. For calculating equilbria an expression for 7, is central,

since the general expression for the vapor pressure in a mixture is

p, = v,X,p; (4).

[Here, to facilitate readability, we write pressures pi, implicitly assuming that the gases

are ideal. In the real case, gases near their condensation temperatures are nonideal, and

pressures are replaced by fugacities fi. See Pransnitz et M. (19) for a good description of

the details.]

Several empirical, semi-empirical, and theoretical approaches can be followed to

develop a mathematical or computational model for G E. The usual approach is to adopt a

mathematical representation for G E, and Obtain the expression for activity c0efficents via

the Gibbs-Duhem relation

#_ = RT In 7_ = r,p,,,

where ni is the mols of component i and nT = _ n,.
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In developing a model, it is possibleto perform a power-seriesexpansionin (for the

binary case) (X1 - X2), or to formulate a model assuming that nonideality results mostly

from enthalpic effects, or one which is dominated by entropic effects. At this time we do

not consider the details of these models, but proceed to ask how one can pragmatically

extract the needed information, and present examples of some accurate approaches and

checks for consistency.

METHODS OF OBTAINING AND EVALUATING VLE DATA

First-order approximations can be obtained from Raoult's law, where for the ideal

solution "Yi -- 1, or'from Henry's law, a good approximation for gases far above their

lira %p7. Forcondensation T's: Xi = pi/KH, where KH is the Henry constant, K_ = x.-.0

rough calculations, this suffices for the CH4-N2 system, where CH 4 is approximately ideal

and N 2 approximately follows Henry's law. However, for accurate results the system must

be modeled in a more general way. This is illustrated in Figure 2, where we show the

degree of nonideality of CH4 and N 2 under Titan conditions.

Another simple approach useful in some cases would be to simply extrapolate ex-

perimental data. This can to some degree be done for the CHa-N2 system, but the data

are seldom sampled in a uniform way, coverage of parameter space is limited, and Table

1 shows that little data is available for the other important systems. Generally, then, we

need to formulate a model for the system, fit limited experimental data to that model,

then use the model to compute the required quantities. As theoretical work progresses,

it is also possible to predict some thermodynamic quantities and use them as a check

on certain experimental quantities. Specifically, we may (1) experimentally measure the

complete equilibrium by determining Xi and Pi for all components at a number of T's;

(2) experimentally measure only Xi and total pressure PT, which is sufficient if an explicit

form for G E is adopted; (3) determine the form of G s from thermodynamically related

measurements, such as calorimetry; or (4) rely on theoretical calculations, at least in part.

Empirical Modeling of Xi, Pi Measurements

First we discuss the CH4-N2 system, and demonstrate that both the compositional

and temperature dependence of the nonideality can be well modeled by a form beginning

from theory but modified empirically. We use the data of Parrish and Hiza (2°) from 95

to 120°K, and of McClure eta/. (21) for 90.680K. It will turn out that these data are very

consistent within the eventual adopted model.
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Figure 2. (a) Nonideality r/= q, - 1 of CH 4 and N2 in binary solutions over temperatures

and tool fractions spanning ranges appropriate to Titan's troposphere. The deviation from

ideality (from Raoult's law) for CYI 4 is about 10-15% and shows some concentration and

tempesature dependence. For N2 it is much larger; also, the strong, nonlinear composi-

tional dependence indicates that a Henry's law approximation would be inaccurate. (b)

_=+ _ _onide_lii_C_4_and N_ in Titan tropospheric d0ud , for condensate computed to be

in thermodynamic equilibrium with the atmosphere. The (p, T) conditions (23) vary from

about p = 1.5 bar, 7" = 94°K near the surface to p = 0.30 bar, T = 73.5'K at the highest

altitude where condensation is computed to occur. These plots pertain to liquid CH4-N2

condensate, which is metastable (with respect to solid solutions) above the indicated level.
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The first exercise was to model the data with the same simple regular-solution form

previously used by Thompson,(22)

RTlnT, = _ a,iXf, or

j¢:i

7i = exp[(1/T)(_--_ a,_Xf)], (6)

where R has been absorbed into the parameter a. This is equivalent to the first term of

a Redlich-Kister expansion, which will be presented later. In this modeling, the activity

coefficients were computed directly from the VLE data of Parrish and Hiza (2°) by 3"i =

pi/(X_p°). Letting subscript 1 denote CH4 and 2 denote N2, these fits yielded values

aa, 2 = 156.5+4.5 (3"1 residual 0.0770) and a2.1 = 53.1+1.6 (3'2 residual 0.0024). In Figure

3 we show the residuals, which are largest for CH4 in N 2-rich mixtures and, although a

much better fit overall, also large for N2 in CH4-rich mixtures. The arcing of the residuals

indicates a need for more complex terms in (X_,XI) in the model equation. Even more

noticeable are the trends with varying T, wtfich cannot be removed just by adding those

terms: a generalization of the T dependence is indicated.

Substanti',d experimentation with equations leads to a fairly simple form that de-

scribes the data very well, and is therefore useful as a model for calculations of vapor-cloud

equilibrium on Titan. The form

ln3'i = (b_ + c_/T)[Xf + q,(X, - Xj)Xi] (7)

when fit to the 90.68°K data of McClure et M. (21) with the 95, 100, and 105°K data of

Parrish and Hiza (2°) yields the fits shown in Table II.

Table II

Least-Squares Coefficients for N2 and CH4

Activity Coefficient Expressions

i b_ ci qi cr

N2 --0.935 + 0.041 150.2 -4-4.0 -0.133 -4- 0.013 4.3 × 10 -5

CH4 3.773 -4-0.131 -204.3 ± iZ2 0.307 =t=0.011 1.1 × 10 -3

From Figure 4 we see that any remaining systematic trends are very small. This

model can be used to compute the composition of cloud droplets in Titan's atmosphere to

high accuracy. (Note that in this case, nonideality of the gases has been absorbed into the

model. While this simplifies calculations for the present application, an analysis separating

the two effects, and considering other types of models, will be published elsewhere.)
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Figure 3. Residuals for fits of the experimental Ct{4-N2 VLE data of Parrish and Hiza (2°)

to simple activity coeflqcent expressions In 7i = aiX_/T. Large deviations (especially for

C}{ 4 ) and regular trends in the residuals indicate that a more complex expression is needed.
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Figure 4. Residuals (a,b) for fits of the experimental CH4-N 2 VLE data of McClure et

M. (2]) at 90.68°K and Parrish and Hiza(2°) at 95, 100, and 1050K to a more complex

empirical expression, InTi = (b_ + cJT)(X_ + q_(X_ - Xj)X_). Residuals are small, and

systematic trends in the residuals are nearly eliminated. The derived parameters (Table

II) in the above form provide an accurate basis for vapor-liquid equilibrium calculations.
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We proceed to use the model to compute the composition of cloud droplets as a

function of altitude in Titan's atmosphere. The physical process envisioned is the lifting of

a parcel of N 2 +CH4 gas from Titan's surface, checking for condensation at each level. CH4

does not simply condense when its partial pressure exceeds the vapor pressure. Rather, in

this binary system, condensation occurs when the chemical potential of the gas is greater

than that of the equilibrium liquid. This is equivalent to having the sum of the CH 4 and N2

mol fractions computed for the liquid (given the gas composition, PT, and T) exceed unity.

Every calculation of liquid composition requires an iterative solution, and if condensation

occurs, calculation of the self-consistent liquid and (new) gas compositions (constrained

by PT) requires two coupled iterations. [The author can provide a computer program, or

see ref. (19) for the strategies and some general implementations. We use the atmospheric

structure of Lindal et M. (23) in these calculations.]

The results are shown in Table III and Figure 5. We begin with a large CH 4 gas-

phase mol fraction YCH 4 = 0.14 at the surface, so that the entire profile of composition

can be seen. If the surface liquid is poor in C2H6, condensation can begin close to the

surface, and droplets of low-altitude fog will contain about 16% N2. Condensates at higher

altitudes will have increasing N2 abundances, at least through 12km, where XN2 = 0.25.

Above that altitude, T falls below 82°K and freezing can begin. While the N2 fraction in

metastable liquid continues to increase, solubility in the solid is not as great, only about

15% at 14kin (81°K) [ref. (22)]. Droplets mixed vertically will partially degas 40% of their

N 2 (about 10% of their total volume) upon freezing, no doubt producing distinctly shaped

"sleet." At higher altitudes, the N2 content of the solid condensate again increases as

T decreases. Above 28 kin, the T gradient becomes so low that no further condensation

can take place in the CH4-depleted gas, which by now has only 2.0% CH4, whatever the

abundance near the surface. YCH 4 will remain at 2.0% to very high alititudes, where

diffusive separation eventually causes it to rise again. The gas abundance of CH 4 and

the composition and phase of the condensate are shown in Figure 6. There the radius of

the outer circle is proportional to YCH4, while the fractional area of the inner circle is

proportional to XN 2. A solid inner circle indicates solid condensate; in that case X_v 2 is

determined from tlie phase diagram shown by Thompson. (22)

EXPANSION FORMS FOR G E AND THERMODYNAMIC CONSISTENCY

Another approach to evaluating and modeling VLE data involves adopting an ex-

pansion form for G e and recognizing that, given this form, liquid compositions and Pr

alone (without gas compositions Y_) can be used to determine the activity coefficients 7_-
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Figure 5. Computed equilibrium CH4 and N2 fractions in the gas and in liquid or solid

CH4-N2 condensate in Titan's troposphere. Here, the equilibrium compositions are com-

puted for all altitudes. The actual lowest altitude where CH4 +N2 droplets can condense

is determined by the CH, partial pressure at the surface, which is in turn determined by

the C2H6 mol fraction in the ocean. (22) The solid line at left shows the actual saturation

value x c ngas-phase mol fraction Y_ , while the accompanying dashed line shows the ,,,_,,p,r_
• 4 . . .4

which would apply if CH4 condensed as the pure hqmd. For the liquid, N2 mol frachons

are plotted at right. The long-short dashed line beginning at the surface gives XN2 for fiq-

uid condensate. Its extension (short-dashed line) to higher altitudes shows X N 2 computed

for the liquid, which is metastable with respect to solid at these altitudes (T < 82'K).

The double-dashed line gives the mol fraction of N2 in solid condensate, which is also a

CI-I4-N 2 solution.(22) Through most of the upper troposphere, the solubility of N 2 is less

in the solid, which means that N2 gas would exsolve upon freezing.
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Figure 6. A nominal temperature profile for Titan's troposphere (23) is combined with

the results of vapor-liquid equilibrium calculations for CH4-N2 (see Table III) to indicate

the gas and condensate composition and phase. The radius of the outer circle drawn at
SGt

selected altitudes is proportional to the true gas-saturation mol fraction YCH , while the
4 .

fractional area occupied by the inner circle equals the N 2 mol fraction in the liqmd, X N 2"

Above 12 kin, T falls below 82°K and the equilibrium phase of the condensate changes

from liquid (open inner circles) to solid (solid inner circles). N 2 constitutes at least 15%

and as much as 25% of the condensate particles, depending on altitude and condensate

phase. Condensation does not occur above 28 km.
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Table III

Vertical Profiles of Liquid-Vapor Equilibrium

in Titan's Troposphere

z, km p, bar T, OK o bar po bar yo sat vsat
PN2, OH 4 , CH 4 pN 2 , bar PCH4, bar . OH 4 XCH 4 .yN. 2 -)'OH 4

0.0 1.50 94.0 4.97 1.77E-1 0.1183 1.33 1.63E-1 0.1093 0.841 1.680 1.099
0.5 1.46 93.3 4.71 1.63E-1 0.1116 1.31 1.50E-1 0.1027 0.835 1.683 1.102
1.0 1.42 92.6 4.45 1.49E-1 0.1051 1.28 1.37E-1 0.0963 0.829 1.685 1.105
1.5 1.39 91.9 4.21 1.37E-1 0.0989 1.26 1.25E-1 0.0902 0.822 1.686 1.109
2.0 1.35 91.2 3.98 1.25E-1 0.0929 1.24 1.14E-1 0.0843 0.816 1.686 1.113
3.0 1.28 89.9 3.56 1.06E-1 0.0828 1.19 9.54E-2 0.0744 0.802 1.684 1.120
4.0 1.22 88.9 3.27 9.30E-2 0.0764 1.13 8.30E-2 0.0683 0.795 1.688 1.124
5.0 1.15 88.1 3.05 8.34E-2 0.0723 1.08 7.43E-2 0.0644 0.791 1.698 1.125
6.0 1.09 87.1 2.78 7.26E-2 0.0664 1.03 6.42E-2 0.0587 0.782 1.698 1.129
8.0 0.981 85.3 2.35 5.61E-2 0.0572 0.932 4.89E-2 0.0499 0.767 1.701 1.136

10. 0.879 83.6 1.99 4.35E-2 0.0495 0.841 3.74E-2 0.0425 0.752 1.700 1.142
12. 0.785 82.2 1.73 3.50E-2 0.0445 0.756 2.98F_,-2 0.0379 0.745 1.714 1.142
14. 0.701 80.8 1.49 2.79E-2 0.0397 0.678 2.35E-2 0.0335 0.737 1.724 1.143
16. 0.625 79.5 1.30 2.24E-2 0.0358 0.606 1.87E-2 0.0299 0.731 1.738 1.142
18. 0.556 78.2 1.12 1.78E-2 0.0321 0.541 1.48F,-2 0.0265 0.723 1.746 1.142
20. 0.494 77.0 0.972 1.44E-2 0.0291 0.482 1.18E-2 0.0238 0.719 1.763 1.140
22. 0.438 76.2 0.883 1.24E-2 0.0283 0.428 1.03E-2 0.0234 0.737 1.841 1.125
24. 0.389 75.1 0.771 1.00E-2 0.0258 0.380 8.28E-3 0.0213 0.736 1.871 1.120
26. 0.344 74.2 0.687 8.41E-3 0.0244 0.337 6.97E-3 0.0203 0.747 1.936 1.110
28. 0.304 73.5 0.628 7.30E-3 0.0240 0.298 6.14E-3 I).0202 0.767 2.038 1.096
30. 0.269 72.9 0.579 6.45E-3 0.0240 0.264 5.42E-3 0.0202 -- -- --
32. 0.238 72.3 0.534 5.69E-3 0.0239 0.233 4.79E-3 0.0202 -- -- --
34. 0.210 71.9 0.506 5.22E-3 0.0249 0.206 4.23E-3 0.0202 -- -- --
36. 0.185 71.7 0.492 5.00E-3 0.0270 0.181 3.73F_,-3 0.0202 -- -- --
38. 0.163 71.4 0.472 4.69E-3 0.0287 0.160 3.30E,-3 0.0202 -- -- --
40. 0.144 71.2 0.459 4.49E-3 0.0311 0.141 2.91E-3 0.0202 -- -- --

While there are many other analytic forms that can be developed for G E, a useful general

one is the Redlich-Kister expansion

G E

n'-'T = XlX2[a "Jr b(X 1 - X2) nt- c(X 1 - X2) 2 -q-...] (8).

Applying the Gibbs-Duhem relation and retaining three terms yields

ln71 = (1-4X1) +0 - SX, + 12X )d
X 2

ln72 =  T[a +(1 - 4X2) + 0- 8X2+ 12X )c1 (9).

: The parameters a, b, c, ... can be determined either by computing 7, from X, and p,

(as illustrated for CH4-N2 above), and computing least-squares fits directly, or by-using

only Xi and PT to achieve an interative least-squares solution for the parameters. (24) In
================================ = : _" : = i_: : ::: : : -:_:_ :::: _

_ particular, this approach amounts to a least-squares solution to the equation
........... _7....... IZI- i: is-: .....

X _
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This method doesnot dependon Yi measurements, which tend to be more uncertain than

Xi measurements, and guarantees that PT and Xi are consistent with the thermodynamic

model.

Using this approach, data that seems inconsistent can sometimes be reevaluated.

It has been applied to the data of Wilson (1°) for the C2Hr-N 2 system, determining the

values a = 2.472, b = 0.479 at l10.9°K. (Reevaluations and new measurements of C_ He-N2

are due to coinvestigator J. Calado.) These parameters can be used to evaluate a quantity

often used to intercompare data, G E which for C2Hs-N2 at 110.90K is 570Jmol -IX= 0.5 '

We report below some new measurements on this system.

EXPERIMENTAL TECHNIQUES

We describe techniques for obtaining vapor-liquid equilibria and relevant thermo-

dynamic quantities for mixed systems in this section, giving examples corresponding to

equipment which is being used in our investigations. The three systems can be described

as total-pressure/volumetric, flow/calorimetric, and recirculation/liquid-vapor sampling

systems.

Volumetric Total-Pressure System

In the all-glass volumetric VLE system at the Technical University of Lisbon, care-

fully measured quantities of gases are condensed into a pyknometer, which very accurately

measures hquid volumes. Very stable T is achieved by using gases at their triple points as

thermostats: CH4 at 90.69°K and C21:I4 at 103.99°K are particularly relevant for Titan

studies. Measuring the total pressure and knowing the total composition and volumes

allows an iterative calculation of the exact liquid and vapor compositions. Both VLE and

liquid volumetric data are obtained. The experimental layout is shown in Figure 7; for

more details, see ref. (25).

C 2 H6-N 2 experiment and theory.

Recent work with this system has provided new data on the C2]J6-N2 system at

90.69°K, which we summarize here. The C2Hr-N2 system shows only limited solubility,

separating into two liquid phases over much of the compositional range. The miscibility

gap extends from a maximum solubility of about 10-20% N 2 on the C 2 t/s-rich side to

about 3-6% C a He on the N2-rich side. [See ref. (22) for a ternary phase diagram showing

the miscibility limits for C2H6-CH4-N 2 and (on its lower boundary) for C 2H6-N2; also

see ref. (26) and below.]
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Figure 7. The low-to-moderate pressure, volumetric-manometric VLE system at the Tech-

nical University of Lisbon. (25) Thermostatted gas samples in A1-A2 are used to supply

known quantities of two gases, which are condensed in the calibrated pyknometer (volu-

metric assembly) I. Once the gases are transferred, equilibrium is attained by expanding

and contracting the vapor space using the volumes E and F, which can be filled either with

vapor or with mercury from reservoir G. Knowing the initial composition, liquid volume,

and total pressure provides data sufficient to compute G E at a given temperature.

Details on the C 2 H 6-N2 system integrating data from several sources will be pub-

lished elsewhere; however, we find the value of G E at 90.69°K is 508.6Jmo1-1 UsingX=0.5

the Gibbs-Helmholtz relation

cg(GE /T) ] H E
0T Jp,x = - T''_- (11)

= 235 J tool -1 ................ give_s a vMue for the enthalpy of mixing H_=o. 5 An absolute theoreti-

cal approach using the Kohler-Fischer perturbation theory and a WCA division of the

intermolecular potential is also being pursued. N2 and C2H _ molecules are modeled as

hard spheres (1-center) or hard fused spheres (2-center). Results for calculations with

both N2 and C2H 6 represented as 2-center fused spheres yield Gx=o.sE __ 526Jmo1-1

H_= - 358Jmo1-1 and VXE__0.5 --0.5 -- , -- --1.74 cm s mo1-1 IV E is the excess volume, which

can be estimated (27) to be -1.89cm a moi "1.] Comparison of these preliminary results

with the experimental measurements shows good agreement for G s and V E, but indicates

that the theory is too high or experiment is too low in estimating H E .
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Ctt4-C2tt6 studies.

Using this apparatus, the Lisbon investigators have also obtained new data on the

Ctt4-C2tt6 system (29) at 90.69 and 103.99°K. In Figure 8 we show the variation of Pr

(essentially, Pc H 4) with composition, and the departures from ideality in this system. In

Figure 9 we show the complete thermodynamic profile of the system (G E, H E, and the

computed excess entropy term T,.q E versus composition). Combining the results of Miller

and Staveley (2s) for H E at 91.5 and l12.0°K with the G E relationships obtained from VLE

at 90.69 and 103.99°K allows, through assumption of a Redlich-Kister form and integration

of the Gibbs-ttelmholtz equation, the derivation of T-dependent parameters: (29)

a = 80.43/T + 0.4236 hi T - 2.183

b = 29.65/T + 0.2405 In T - 1.300

c = 0.0432.

These may be used in eq. (9) to accurately describe the CH4-C2 H6 system at temperatures

relevant to Titan.

I I I I I

so_
ijjsfl

30 -- i --
m 11

_'_r- I I I I

0.! 0.3 0.5 0.7 0.9

:(CH,)

Figure 8. Experimental total vapor pressure versus composition for CH4 +C2 H6 mixtures

at 90.69°K and 103.99°K (ref. 29). Experimental data are solid dots joined by the smooth

lines. Dashed lines represent the ideal state (Raoult's law).
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Figure 9. Excess thermodynamic quantities versus composition (29) for CH4-C2H6 mix-

tures at ,-_91°K. Excess free energy G E is derived from fitting volumetric - total pressure

results at 90.69°K to a Redlich-Kister equation, while enthalpy of mixing H E is from calori-

metric measurements at 91.5°K (ref. 28). The entropic term TS E = H E - G E. Solid curves

are computed from least-squares parameters determined for the Redlich-Kister equation.

Flow-Calorimeter System.

A second approach which can yield both direct thermodynamic measurements and,

within the context of a model, parameters for VLE calculations is through calorimetric

determinations of the heat of mixing H E. In the School of Chemical Engineering at Cornell,

our coinvestigator J. Zollweg and collaborators have developed a cryogenic, continuous-

flow calorimeter, (3°) a unique device for studying the H _ of liquefied gas binaries from 77

to 300°K and 0-150bar. In this device (Figure 10), the basic principle is to compensate

for the (generally) endothermic heat of mixing by supplying enough power to a heater in

order to maintain a constant T in the calorimeter. The unit is computer controlled to

monitor inlet, outlet, and calorimeter T's, mass flow rates, and pressure; the computer

also processes the data locally.
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Figure 10. Schematic of the low temperature, high pressure flow calorimeter in tlle School

of Chemical Engineering at Cornell University. (3°) Continuous gas streams from A and

B are metered, cooled, then mixed in the calorimeter. H E is determined from the power

required to maintain a constant temperature in the calorimeter, with other corrections.

Abbreviations: MT: moisture trap; MV: metering valve; MFM: mass flow meter; PT:

pressure transducer; BPR: back-pressure regulator; BG: Bourdon gauge; M: manostat.

We have used this unit to measure H E for the C2 H6-N2 system at 92.3°K, both in

the single-liquid-phase region and through the region of two liquid phases (the miscibility

gap). The unusual ability to measure through the two-liquid region allows the miscibility

limits to be defined more precisely. These results (26) have recently been reevaluated,

yielding corrected values for the four points within the one-liquid region, shown in Table

IV.

Table IV

Recomputed Heat-of-Mixing for C2H6-N2 at 92.3°K

XN 2 H E, j mol- z

0.1255 104.6

0.2145 150.2

0.9199 69.4

0.9706 21.5
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Solenoid-operated

Vapor reclrculation
pump

Sampling
Chamber

Gas

Chromatograph

Windowed
Pressurized
Dewar Flask

Sapphire tube
pressure vessel

Low Temperature Vapor-Liquid

Equilibrium Apparatus

Figure II. Schematic illustrating the main components of the recirculating vapor, VLE

system built recently in Space Sciences at Cornell University. Liquid is condensed into the

central pressure vessel from external gas supplies (not shown), then vapor is recirculated

using the pump to achieve rapid equilibrium. T is fixed by setting the pressure of the cryo-

genic fluid in the dewar (surrounding the pressure vessel) using a manostat. Two sample

lines (one is shown) allow the withdrawal of both gas and liquid for precise compositional

analysis using the gas chromatograph. Both binary and higher-order mixtures, specifically

the C21:16-CI/4-N2 system, can be studied with this apparatus.

Fitting this data to a regular solution form H E = aX1 X2 gives a = 929, so this

work predicts H _ -- 232 J mol-1 in good agreement with the value derived above fromX=0.5 --

VLE data (235 J tool -I ).

Further work with constituent binaries of the Ct/4-C2 H6-N2 system at a series of T's

is planned for this system. As shown above, adoption of a form for H E and measurements

of its variation with T allow the derivation of G _ through the Gibbs-Helmholtz equation.

G _ in turn provides 7_ expressions through the Gibbs-Duhem equation.

Recirculating Vapor-Liquid Equilibrium System.

While the volumetric and calorimetric systems yield very useful data, we wish to

obtain both a more thorough coverage of T-dependence for the CH4-N2, C21:[6-N2, and

CYI4-C2H6 binaries, and perform direct experiments on the C2 H6-CI-I4-N2 ternary. For
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this purpose, we have designedand built a cyrogenic, recirculating, direct-sampling phase

equilibrium vessel. A simplified schematic of this device is shown in Figure 11. It consists of

a cylindrical sapphire tube pressure vessel, which has recirculating lines leaving the vapor

space and reentering the liquid at the base. Vapor is actively pumped through this loop,

so that equilibrium is achieved rapidly. Two sampling lines (one is shown) enter the top of

the tube, and can be positioned to sample gas or liquid. Analysis of these samples by gas

chromatography (GC) determines the mol fractions accurately and directly, independent

of other volumetric or thermodynamic information. The tube is contained in a dewar with

windows, so that the sample can be examined to allow tube positioning and to check for

phase separation (two liquid layers) or of freezing. Temperature is selected by regulating

the pressure of the cryostat fluid in the dewar, usually liquid N2, with a manostat. Pressure

is measured with a quartz-spiral Bourdon tube unit, and temperature with a platinum

resistance thermometer. While the interior sample chamber is capable of high pressure,

the operating pressure of this unit is intended to be 0-8 bar, 75-120°K, tailored to the many

relevant measurements needed for Titan. Lower and higher T, p ranges can be realized with

slight modifications. By incremental addition of the more volatile component, complete

coverage of compositional ranges can be achieved fairly rapidly.

Our group of investigators has critically assessed and modeled experimental data

on the CH4-N2, C2H6-N2, and CH4-C2H6 systems while building this unit, which is

now undergoing final testing in the Space Sciences Building at Cornell. We will continue

other studies while starting to obtain direct VLE measurements with this recirculating

equilibrium system early in 1990. We welcome suggestions for experimental work, or

technical inquiries about any of the three systems which we are using in this project.
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ABSTRACT

Methane is the most abundant simple organic molecule in the outer solar system

bodies. In addition to being a gaseous constituent of the atmospheres of the Jovian

planets and Titan, it is present in the solid form as a constituent of icy surfaces

such as those of Triton and Pluto, and as cloud condensate in the atmospheres of

Titan, Uranus, and Neptune. It is expected in the liquid form as a constituent of the

ocean of Titan. Cometary ices also contain solid methane. The optical constants for

both solid and liquid phases of CH 4 for a wide temperature range are needed for

radiative transfer calculations, for studies of reflection from surfaces, and for

modeling of emission in the far infrared and microwave regions. The astronomically

important visual to near infrared measurements of solid methane optical constants

are conspicuously absent from the literature.

We present preliminary results on the optical constants of solid methane for

the 0.4 #m to 2.6 #m region. Deposition onto a substrate at 10*K produces glassy

(semi-amorphous) material. Annealing this material at ~33°K for -1 hour results in a

crystalline material as seen by sharper, more structured bands and negligible

background extinction due to scattering. We report k for both the amorphous and the

crystalline (annealed) states. Typical values (at absorption maxima) are in the 10 -3

to 10 -5 range. Below A = 1.1 /_m the bands are too weak to be detected by transmission

through the films _< 215/_m in thickness, employed in our studies to date.

Using our previously measured values of the real part of the refractive index,

n, of liquid methane at 110*K [Bull. Am. Phys. Soc. 31,700 (1986)] we compute n for

solid methane using the Lorentz-Lorenz relationship. Values vary monotonically from

n = 1.304 at A = 0.4 #m to n = 1.296 at _, = 2.0 #m. An independent, direct determinatlon

using interference fringes at two angles of incidence finds n = 1.31 +_0.02 for the

solid film at A = 0.4-0.7/_m, a value confirmed by laser interferometry.

Work is in progress to extend the measurements of optical constants n and k for

liquid and solid to both shorter and longer wavelengths, eventually providing a

complete optical constants database for condensed CH 4.
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INTRODUCTION

The absorption, emission, reflection and scattering of radiation by at-

mospheres and surfaces depends on the vertical and horizontal distribution of

material, on particle size and shape, and most fundamentally on the optical charac-

teristics of the materials present. These optical characteristics can be represent-

ed by the complex refractive index. The real and imaginary parts are commonly called

the optical constants n and k, and can be determined in the laboratory by a variety of

techniques. 1 CH 4 optical constants are required in radiative transfer calculations

modeling light scattering and the thermal structure of planetary atmospheres, and in

studies of reflection from particulate surfaces containing CH 4 ice and frost, such as

those of Triton and Pluto; and also in the calcuiation of the energy deposition

profile and penetration depth ?or'cfiarged particies impinging 0n Joy outer _Solar

system surfaces. These quantities can be calculated from the "stopping power":

d"-X o: f -Im d_o,
0

where e = _1 + ez, _1 = n2 - k2, e2 = 2nk, n and k are the real and imaginary part of the

refractive index, amd oJ is the frequency.

We have been engaged for the last several years in the laboratory determination

of complex refractive indices of materials of planetary and astronomical interest.

The optical constants of Titan tholin 1 produced from ~ 90% N 2 and 10% CH 4 in a plasma

discharge similar to that produced by Saturnian magnetospheric charged particles

which are intercepted by Titan's upper atmosphere, were utilized in radiation

transfer calculations, 2'3'4 producing, for example, reflection spectra 5 and thermal

structure 4 of Titan's atmosphere consistent with the ground based spectroscopic

observations, 6 with Pioneer I l polarimetric observations; 7 and with Voyager photome-

tric observations, a'9 Successful applications were also made with optical constants

of HJHe/CH 4 tholin appropriate to Neptune and the Uranian troPosphere. 1° One of our

current emphases is the determination of optical properties of condensed hydrocar-

bons and the effect of irradiation on these properties, simple hydrocarbons such as

methane (CH4), ethane (C2H6), and acetylene (C2H2) are prime candidates for such

studies because of their importance on several planets and their icy satellites. For

example,
v

(a) Titan's surface probably has lakes or oceans of CH 4 and C2H 6, with several

other minor sp¢cies_11_12_13

(b) C2H6, and C2H2 form condensate hazes in the stratospheres of Uranus and

Neptune. _4

(c) CH 4 clouds are present on Uranus and Neptune. _s
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(d) Condensed CH 4 is present on both Triton 16 and Pluto lr'18 and

(e) The presence of CH 4 in cometary comae w suggests the presence of condensed

CH 4 and probably other hydrocarbon ices there.

A critical survey of the literature reveals that the availability of optical

constants data for these materials in the visible-near IR region ranges from sparse

to totally absent. We present below some preliminary results of the measurements of

optical constants of solid CH 4 in the 1.1 #m to 2.6 #m range, and calculations of k and

a tabulation of n throughout the visible and near-infrared.

EXPERIMENTAL DETAILS AND RESULTS

Samole Preparation

The solid films of methane were made by pulse deposition of gaseous methane on

a substrate attached to the cold finger of a commercial cryocooler 2° as shown in

Figure 1. An externally controlled heater wound around the cold finger of the

tory t4 Spectraphotometer

|

j
Methane

gOS in
to pump

11

Sample Chamber
and

-Vacuum Shroud --

Window _' i l

i Temperature Cr yo(jenic [
Controller System

Substrate, also coiled

"Cold Rnqer"

Fig. 1. Experimental set-up to measure transmission through
methane film at 10OK

cryocooler enabled us to control the sample temperature to within _+0.5*K, Both KRS-5

(for transmission) as well as polished silicon (for reflectance) were employed as

substrates. Typically, the sample was deposited at 10°K which resulted in amorphous

films, as evidenced by broad structureless bands in the infrared region (Figure 2).

Annealing the sample at ~33°K for approximately an hour resulted in crystallinity, as

evidenced by sharper structured bands and negligible background extinction due to
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Fig. 2. Freshly deposited glassy (semi-amorphous) film of methane at -IO°K
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Fig. 3. Crystalline film of methane at -33°K after annealing for ~1 hour
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scattering(Figure3). Severalfilms from 5 tzm to 215 #m thickness were investigated.

Spectral Measurements

The spectra were recorded on a Cary=14 UV-VIS-NIR spectrometer from 0.35 #m to

2.5 _m with a spectral resolution -6 cm "1. The region 2.0 #m to 2.6/_m was also

measured with a Perkin-Elmer 1800 FTIR spectrometer at ~1 cm "1 resolution.

Data Analysis.

Imaginary part of the refractive index/_

The determination of the imaginary part of the refractive index, k, is deter-

mined directly by measuring the transmission through a film of thickness t and using

the relation,

,X T, (l-R)
k- In

4nt T (l-R0) z
(i)

where T = transmission, T s = Transmission of the substrate alone,

ns+l

and n s = the real part of the refractive index of the substrate, known from indepen-

dent measurements or from the literature. 21 R = the total reflectance of the film and

substrate, which can be approximately determined by constructing a baseline through

points where the film has no absorption bands. Further details are given by Khare et

al. 1

The only unknown in Equation (1) is the thickness of the film t which we

determine from the interference fringes at 0.35 /zm to 0.75/_m for two angles of

incidencefl 2 Since the absorption in this region is very small, the real part of the

refractive index does not undergo any appreciable dispersion. Assuming n to be

constant, the two equations

_1,,_2

2t (n 2 - sin28i) i12 = AN(_ I _2 )

and (2)

_.3A4

2t (n 2 - sin2e2 )I12= AN(A 3 A4)

where AN is the number of fringes in the range (A1 - A2) and (A3 - A4) for the two angles

of incidence 01 and 02 respectively, can be solved for n and t. The thickness of the

film can be obtained within about 2-5% accuracy for 5-30 #m thick films. For the
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thickest film (215 #m) employed in our work, the fringes are too close to be separated

accurately. For this sample, the thickness was estimated from the integrated band

intensities of the stronger peaks and from the knowledge of the extinction coeffi-

cient of these bands measured for thinner films.

Substituting for t in Eq. (1) yields the k values for crystalline CH 4 tabulated

in Table 1 and plotted in Figure 3.

The k values calculated for the amorphous film of methane are plotted in Figure

2. These results are of much poorer quality than those for crystalline CH_, because of

large background scattering. If the background contribution is subtracted from the

observed data, then the k values for amorphous methane are approximately the same

magnitude as the corresponding k values for crystalline methane. As we go towards

wavelengths Shortward of A = 1.6 #m (Figure 2) into the visible, the loss of photons

due to scattering dominates over the loss due to absorption at the peaks to such an

extent that one finds complete loss of absorption features. The k values at peaks for

solid glassy amorphous film are higher than those of the corresponding peak values of

the crystalline film at -33"K because of the background scattering by the non-

crystalline sample.

For crystalline CH 4 (a 215 #m thick sample), scattering is much less of a

problem, allowing determination of values of k as small as 10 -6 down to a wavelength

of 1.1 pm.

Extinction in solid CH 4 in the VIS-NIR region (0.4-1.1 #m) is expected to be

extremely small (k < 10"6). In Figure 4 we plot k for liquid CH_ 23'24 (solid line)

measured by Ramaprasad 23 et al. and Pate124 et al. and the k values computed 2s from

room-temperature gas data obtained by Giver 26 if taken to a liquid density of 0.45 g

cm "3 (dashed line). At low resolution, both the experimentally measured liquid CH 4 k

values and those computed from gas data, are similar (Figure 4), and therefore

temperature and density effects for CH 4 are minor in the VIS-NIR (A < 1.1 #m). Since

CH 4 retains rotational freedom in the solid state, only minor liquid-solid spectral

' differences are expected. 25 Figure 4 therefore provides a good guide for attempts to

measure k in the solid at visual wavelengths. We are attempting to make optical

i quality solid methane discs varying in thickness from 1 to 10 cm, but Figure 4 would

indicate that much thicker samples of the order of a meter or so are required to

obtain k data in this region. This work is continuing at present, along with inves-

tigations of weak interband absorption and some work on other hydrocarbons.

The measurement accuracy for the crystalline CH 4 results of Figure 3 and

Table I is about _+5%, and is indicated by error bars on the graph. The largest single

source of error is uncertainty in the correction of absorbance measurements on the

cary--i,l spectrometer, which deviate from iinearity at the higher end Of the 0-1

absorbance scale. The value of k determined from the data taken on the P.E. 1800 FTIR

Z_
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are good to around _+ 10%, with most of the error coming from the estimate of the

215 #m-thick sample.

h

t(35 _-

t66 -

t(_ 7 --

1(:58 -

t0 9 -

10_o _

i

t(3t_ .
0.4

' I ' I ' I ' I ' I ' I ' Jr

Wavelength,/_m

Fig. 4. Comparison 2s of k of liquid CH423"34 (dashed line) with comp_ated k values from
room temperature gas data 26 if taken to a liquid density of 0.45 g cm_(solid line).
Values are similar everywhere, and nearly indistinguishable below 0.55 #m.

Real Dart of the refractive index n

Using the technique of ellipsometric polarmetry, we have measured the refrac-

tive indices of liquid methane z7 at ~ll0°K from _ = 0.4-to ,_ 2.0 #m. Using the

Lorentz-Lorenz relationship

ns 2- l /nt 2 - 1

/ = ds/d t
ns 2 + 2 nt 2 + 2

!
!:z
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wheresubscriptsl and s represent the liquid and solid phases of CH 4 respectively, we

could estimate the real part of the refractive index knowing the densities of liquid

and solid CH 4. The density 28 of liquid CH 4 at 110°K is 0.42441 gcm "3. The density of

solid CH_,, d s = 0.449 gcm "3 at the temperature of our solid film, ~20°K. This density

is obtained by extrapolating the values of Constantino and Daniels. 29 n values calcu-

lated by using Lorentz-Lorenz relationship [Eq. (3)] are given in Table II and are in

good agreement with the value of n = 1.31 + 0.02 calculated from interference fringes

we obtained during reflection measurements for two angles of incidence (Eq. 2).

Table II

A (pro)

n t

/is

Real Part of the Refractive Index n_ of Solid Methane Calculated from
_i . o

Lorentz=Lorenz Relationship

0.4

1.286

1.304

0.6

1.283

1.301

0.8

1.281

1.299

1.0

1.280

1.298

1.2

1.280

1.298

2.0

1.278

1.296

n for solid methane at A = 0.6328 #m was further confirmed independently by a

dual angle laser interference technique 3° employed to monitor film thickness and the

refractive index. Two He-Ne laser beams were specularly reflected off a polished

silicon crystal which was used as a substrate (Fig. 5).

Detector Methane He-Ne Laser

Detector He- Ne Loser

Cooled
Sample

Fig. 5
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As the methane gas is condensed at a constant rate, two interference patterns

of different periods are recorded in the reflected laser light as a function of film

thickness (Fig. 6). If the ratio of separation between adjacent maxima in two

- R s

22°K

-..-(thickness of solid methone)

Fig. 6

beams is termed/_, then

(sin20b - f12s/n28a) I12

i (i_fl2)i/2

where O a and O b are 32.6* and 69.8", the two laser beam incidence angles. The index of

refraction from the data in Fig. 6 gave n -- 1.302 _+0.002 at ,x-- 0.6328 _m, confirming

again that thevaiue obtained by Lorentz-Lorenz relationship [Eq. (3)1 is valid for

CH 4.

DISCUSSION AND CONCLUSIONS

Buie et al. lz have obtained photometric data of Piuto-Charon mutual events at

wavelengths 1.53, 1.75, 2.00 and 2.35 #m while Sawyer 31 has obtained data at wave-

(4)

336



lengths from 0.5 to 1.0 #m. This data allows the extraction of spectra of Pluto

alone. Our optical constants from 1.1 to 2.63 #m (Table I and Fig. 3) and future

determinations down to 0.4 #m are specifically useful in scattering models for Pluto,

which are needed to determine how much CH 4 absorption arises from the surface and how

much from the atmosphere. 17'18'31 In a similar way, they can be used to model the

texture and coverage of CH 4 on Triton. 32

Fink and Sill 33 have studied the reflection spectra of CH 4 frost at 60*K at a

resolution of 11 cm "1 from 1.12 #m to 3.85 #m. They also determined transmission

spectra through a film 7.1 #m thick, in the mid-IR from 2.63 #m to 20 #m, at 57"K and

72"K. Optical constants of CH 4 for this longer wavelength range could be estimated

from that work, but are not computed explicitly here. Our k values are currently

determined near band maxima for the near-IR 1.1 #m to 2.6 #m region. Attempts to

measure k for CH 4 at shorter wavelengths (0.4-1.1 #m) by direct transmission are

difficult due to scattering from surface imperfections. These surface scattering

losses dominate the true extinction losses. To overcome this problem, we are

investigating the possibility of using a double beam configuration, with a short

pathlength through solid CH 4 in the reference beam and a long pathlength through

solid CH 4 in the sample beam. This should largely cancel the scattering from the

surface and thus allow the extraction of true transmission information.

Since the optical constants of CH 4 have application in a variety of planetary

and cometary surface and atmospheric environments, we intend to measure optical

constants for a wide variety of temperatures. Some work with C2H 6 and C2H 2 has been

done, and studies of changes in the optical properties of CH 4 and other hydrocarbon

ices after ultraviolet and charged particle irradiation are also planned.
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ABSTRACT

!LI :

Kerogens are dark, complex organic materials produced on the Earth primarily

by geologic processing of biologic materials, but kerogens have chemical and

spectral similarities to some classes of highly processed extraterrestrial organic

materials. Kerogen-like solids have been proposed as constituents of the very dark

reddish surfaces of some asteroids [Gradie and Veverka, Nature 283, 840 (1980)] and

are also spectrally similar to some carbonace0us organic residues and the iapetus

dark material [Cruikshank et al., Icarus 53, 90 (1983)]. Kerogen can thus serve as a

useful laboratory analogue to very dark, spectrally red extraterrestrial materials;

its optical constants can be used to investigate the effects of particle size, void

space and mixing of bright and dark components in models of scattering by dark

asteroidal, cometary, and satellite surfaces.

We report measurements of the optical constants of both Type II kerogen and of

macromolecular organic residue from the Murchison carbonaceous chondrite via trans-

mission and reflectioh measurements on thin films. These films, of thickness 0.2-

1.3/_m, are produced by vacuum deposition of kerogen powder heated to 550-750°C onto

sapphire, CaF z, and CsI substrates. IR spectra of the thin films show that the

spectral features of the kerogen powder are retained. Apparently no substantial

change in optical constants occurs upon vacuum deposition, except for the desirable

loss of silicate contaminants which can be seen in the spectra of the powder.

The real part of the refractive index, n, is determined by variable incidence-
=

angle reflectance to be 1.60 + 0.05 from 0.4-2.0 #m wavelength. Work extending the

measurement of n to longer wavelengths is in progress. The imaginary part of the

refractive index, k, shows substantial structure from 0.15-40 #m. The values are

accurate to _+20% in the UV and IR regions and to +_.30% in the visible. We have also

measured k values of organic residues from the Murchison meteorite. Comparison of

the kerogen and Murchison data reveals that between 0.15 and 40 _m, Murchison has a

similar structure but no bands as sharp as in kerogen, and that the k values for
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Murchison are significantly higher than those of kerogen.

INTRODUCTION

Kerogens are dark, complex organic materials produced on earth from biolog-

ically derived organic material that has been incorporated into sediments where it

has undergone further geological processing, l'z Kerogens can be classified as either

Type I, II or HI depending on their H/C and O/C elemental ratios. 3 These

classifications reflect the origins and chemical structures of the kerogens. Type I

is derived from predominantly aliphatic algal material, Type II from lipid-rich

marine material, and Type III from more aromatic-rich terrestrial organic matter. 4

Within each type, individual samples differ according to the degree of geologic

processing but originate from the same type of parent material. 5 While of biotic

origin, kerogens have chemical and spectral similarities to some types of highly

processed extraterrestrial organic materials. Kerogen-like solids have been

proposed as constituents of the very dark reddish surfaces of some asteroids 6 and are

also similar to the Iapetus dark material, r Kerogens can thus serve as useful

laboratory analogues to very dark, spectrally red extraterrestrial materials.

Measurements of their optical constants can be used to investigate the effect of

particle size, void space, and mixing of bright and dark components in models of

scattering by dark asteroids, cometary and satellite surfaces.

Here, using high-vacuum film deposition and transmission spectroscopic

techniques, we study and compare the optical constants of a Type II kerogen and of

organic residue from the Murchison carbonaceous chondrite. Meteorites were formed

in the solar nebula, where organic material is thought to have been produced by

catalytic reactions of carbon monoxide, hydrogen, and ammonia, 8 and by ultraviolet

and charged particle irradiation. 9 Hayatsu and co-workers 1° have undertaken exten-

sive investigations of the structure of Murchison organic materials using a variety

of degradation techniques. They conclude that the material is comprised of condensed

aromatic and heterocyclic ring systems cross-iinked by short methylene chains,

ethers, sulfides, and biphenyl groups. 1°'11. These chemical structures are similar to

those of kerogen. Comparison of the spectroscopic properties of the extrater-

restrial abiotic Murchison organic residue and the terrestrial metamorphosed biotic

material that composes kerogen provides further insight into their structural and

chemical similarities and differences.

EXPERIMENTAL

(a) Samvle Information

The kerogen sample is a 190 million year old Type II kerogen from the Isle of

341



Skye, Scotland. The extraction of kerogen from the sedimentary rocks followed the

procedure used by Durand and NicaiseJ z The meteoritic material used is a sample of

"macromolecular" organic" material isolated by acid-dissolution and solvent

extractions from the Murchison carbonaceous chondrite; a similar procedure is used

for kerogen.

(b) Film PreDaration

Films of kerogen and of Murchison organic material were prepared by thermal

evaporation. The experimental set-up is shown in Figure 1.

mechanicalpump

vent valve

roughingvalve

foreline vane

gate valve

diffusionpump

jar

substrate

(heating block )

debris trap

thickness

monitor

Jum gauge

Fig. 1. Apparatus for vacuum-evaporation and film deposition.

It consists of a high vacuum system, a film coating chamber, and a thickness monitor.

The temperature was checked by a color scale. The color of the molybdenum heating
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wire around the sample heating block determined the temperature at which the sample

started to evaporate to within 100*C. The main advantage of preparing the film by

vacuum deposition was that the film was protected from contamination, particularly

by water. A Veeco/Kronos Model QM311 quartz crystal microbalance was used to monitor

the approximate thickness. This allowed us to produce films of optimal thickness for

determinations of k in different regions of the spectra. Exact thicknesses were

determined after the spectral measurements were completed. The substrates used in

this work were sapphire, calcium fluoride, and cesium iodide which are, respective-

ly, transparent over the spectral ranges 0.15-6.5 #m, 0.13-9.0 #m, and 0.30-50 #m.

Two substrates and the thickness detector were positioned just above the sample block

about 7 cm from the sample, such that the angle of incidence of evaporated sample onto

the substrates was close to normal. In all our film depositions, we masked half the

area of the substrate with foil in order to measure the transmission through the

substrate alone. A thin, even layer of sample around the entire surface of the sample

indentation ensured good thermal contact, producing a homogenous beam of evaporated

material to be deposited uniformly onto the substrate. Up to 3 depositions were

required to produce a sufficiently thick film for optical constants measurements.

The evaporation of kerogen took place in three phases. The rate of deposition

was around 10 A min -1 at the beginning, when the temperature was maintained at roughly

550"C. After about 1 hour the rate of deposition drops rapidly. Raising the tempera-

ture to roughly 650°C causes a second, faster phase of deposition which lasts about 30

rain. After another drop in rate, the temperature was raised to roughly 750°C, and

held there for about 2 hrs., after which no further deposition was noted. The fact

that new deposition occurs when the temperature is raised may indicate either the

evaporation of different fractions or pyrolytic release of large fragments at higher

temperatures. Its color is yellow and during the evaporation, a distinctive odor is

noticed. A similar odor was produced while evaporating the Murchison organic

extract. After the evaporation, some residues remained in both cases. A total of

nine kerogen films were deposited. Three sapphire substrates had film thickness of

0.190, 0.733, and 1.213 #m. Five CsI substrates had films that were 1.089, 1.267,

1.213, 2.100, and 3.000 #m thick, and one CaF 2 substrate had a 0.469 #m thick film.

Similar film preparation methods were repeated to produce films of the

Murchison organic residue.

(c) Spectroscopic Measurements

Infrared spectra (2.5-25 #m) of the original, pre-evaporation kerogen and

Murchison organic residue samples were obtained with a Nicolet FTIR spectrometer by

measuring the transmission through a pellet prepared in a potassium bromide matrix.
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I to 2 mg of material is mixed with about 100 mg of spectrograde KBr powder. After

grinding well, the mixed powder is made into a pellet about 0.2 mm thick using a

standard dual-bolt pellet press. After removing the bolts, the body of the press is

inserted into the beam of the FTIR spectrometer to scan the spectrum.

Transmission spectra (2.5-40/_m) of the vacuum-deposited films on a CsI

substrate were obtained at 1 cm "1 resolution with a Beckman Acculab Model 10 Infrared

spectrometer. Spectra were scanned twice for better accuracy.

A Cary Model 14 PM spectrometer was employed for measurements in the 0.4 to

2.5 _m wavelength region. A Shimadzu spectrometer was employed for measurements from

0.19 to 0.7 #m. We will be using a Seya-Namioka monochromator from 0.13 _m to 0.19 _m

in the vacuum UV region for transmission as well as reflection measurements. Reflec-

tion measurements from 0.01 _m to 0.17/_m will also be made on a MacPherson Model 247

grazing incidence monochromator.

Imaginary Part of the Rcfroctive Index k

The imaginary part of the refractive index k, is given by Khare et al. 13 as

k m in T, (l-R)
4_rC T (l-R0) z

(i)

where T s = transmission through substrate

2

=(nsl)ns+ 1

where n s the real part of the refractive index of the substrate, and

T = transmission through the substrate plus kerogen.

In our case, T s and T were directly measured and R, the total normal incidence

reflectance from the film-substrate system, was estimated by drawing a baseline

through the wavelength regions where the film had no significant absorption. If the

refractive index, nf, of the film is determined by an independent method, the equa-

tion for R can be computed by

(I + nf 2) (nf 2 + ns 2) - 4nf2ns + (I - n_ 2) (n_ z - ns2)cos 6
R

(i + nf2)(nf 2 + ns 2) + 4nf2ns + (I - nf2)(nf 2 - ns2)COS 6

where, 6 - 2nnf (2t)
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Values of n s are determined from independent measurement or from the litera-

ture. 14 At wavelengths where the real part of the refractive index of the film could

not be measured independently, an extrapolated value is used to calculate R for use

in Eq. (1).

Rqal Part of the Refractive Index. n

The real part of the refractive index, n, of kerogen was determined by vari-

able-angle reflectance in the 0.4-2.0 #m wavelength region. To obtain n for a wider

wavelength range, we ran a program based on the Kramers-Kronig relation between n and

k (Inagaki et al.) is, given by dispersion relation analysis. When the k values are

well determined by transmission measurement, an integral over the energies E = hc/A,

6o

n(E) - 1- 2 [ E'k(E') dE"

_r ,] (E')2 - E2
0

(4)

was used to obtain n values. This requires a knowledge of k for high energies (short

wavelengths). Since we have not yet determined k on our MacPherson grazing spec-

trometer that goes down to 0.01 #m, we had to estimate k values for the short wave-

length region. We know from past experience that all such organics have a strong

feature at -0.12 #m. We introduced this feature numerically and adjusted its

magnitude such that the Kramers-Kronig analysis on k produced n values consistent

with those actually measured at other wavelengths. We will soon measure the k values

for kerogen in the short wavelength region to obtain more accurate values of n. Until

then the n values outside the range 0.4-2.0 #m should be considered tentative.

RESULTS AND DISCUSSION

(a) FTIR Spectra of Oritinal Pre-Evaooration Samples

The infrared spectra of complex organic solids such as kerogens generally show

a limited number of absorption bands which are due to well-defined chemical groups,

and can be assigned on the basis of numerous spectra of simple substances. 5'16'17 The

FTIR transmission spectra of the kerogen sample and of the Murchison organic extract

are shown in Figure 2. The principle absorption features and their most likely

assignments are listed in Table I. The kerogen sample is characterized by strong

aromatic absorptions in the 800-1000 cm "1 region, and C=O and aliphatic absorptions

at 1720 cm "1 and 2900 cm "1 respectively. It is essentially aromatic in character but

has not undergone extensive carbonization as significant amounts of aliphatic and

oxygenated material are still present.
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Fig. 2. FTIR transmission spectra in KBr matrix of (A) kerogen Type II
(Skye #5) and (B) organic residue from the Murchison meteorite.
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Table I

Assignments of absorption features in FTIR spectra of kerogen and organic residue in
Murchison meteorite

Wavenumber (cm "1) Structural Assignment

3420

2924/2853

1710 (shoulder)

1630

1455

870/820/750

650

OH stretching (absorbed H20 and possible
contribution from phenolic, alcoholic,
carboxylic OH) 4

Alkyl CH stretching

C=O stretching (minor)

C=C stretching of aromatic and polyaromatic
rings (may contain minor C=O stretching)

Asymmetric bending of CH z and CH 3

Aromatic CH deformation absorptions

Out of plane deformation of aromatic CH

The band at 2326 cm "1 is due to atmospheric CO 2 in the spectrometer.

The Murchison organic residue spectrum is clearly dominated by strong aromatic

absorptions in the 800-1000 cm "1 region, consistent with existing chemical

analysis.10,11 No aliphatic absorptions are observed as the corresponding functional

groups are apparently contained in relatively soluble components removed by the

solvent extraction process. The Murchison "macromolecular" organic material was

prepared by HF/HCI dissolution (5 cycles) of -50 g of freeze/thaw disaggregated bulk

meteorite followed by solvent extraction with methanol and toluene to leave a black

carbonaceous residue. A similar residue was used by Cruikshank et al. z for reflec-

tance measurements although they incorrectly denoted it as an extract.

(b) FTIR Spectra of Vacuum-Dep0sited Kcrogen

Figure 3 shows the FTIR spectrum of an evaporated film of kerogen deposited on

a CsI substrate and the FTIR spectrum of the original kerogen in a KBr matrix for

comparison. The strong similarity of the two spectra demonstrates that while the

vacuum evaporation process undoubtedly fractionates the kerogen to some degree, the

primary functional units are apparently unchanged, and the essential spectral

characteristics are preserved. Indeed, the major difference between the two spectra

is the near absence of a silicate absorption at around 1200 cm "1 in the evaporated

film. The removal of this and other impurities is an incidental benefit of the use of
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thethin film vacuum deposition technique for measuring the optical constants of

kerogen. The additional detail present in the evaporated film spectrum presumably

reflects the higher quality obtainable from optically clear film as opposed to

powdered solids.

Figure 4 shows the FTIR spectrum of the residue left after the evaporation. As

can be seen, it is essentially featureless, aside from some adsorbed water, some weak

75--

J

7O

65

6O

25

2O

Kerogen TypeTf ESKYE #5"1
Evoporoted Film on CsI

I

Kerogen Type 17 [SKYE #5]
In KBr Pellet

I _1
4000 :3600 :3200 2800 2400 2000 t600 t200

Wovenumber

8OO 4OO

Fig. 3. Vertical lines indicate similarities between the evaporated film
of kerogen and the original kerogen in KBr matrix, demonstrating that major

spectral features are preserved.
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3O

26
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E

t4

t0

FTIR of residue left after thermal evaporation J

I I I I I I I I I6
4000 3600 3200 2800 2400 2000 1600 t200 800 400

Wovenumber

Fig. 4

C-C features, and a slight silicate absorption at 1200 cm "1. Evidently, nearly all of

the kerogen is successfully evaporated at 500°C to 750°C.

(c) Infr_rgfl Spgctrra of Films of Morchison Organic Residue and Kero_en

In Figure 5 we show the infrared spectrum of a thermally evaporated film of

Wavelength in Microns
2.5 3 3.5 4 4.5 5 5.5 6 7 8 9 t0 t2 t4 t8 25 40

100]'- , , , , , '" , , , , , , , , , , , , ,, , ,_
[_ Kerogen Type H

onCsI
RNI- (thickness t.213p.m)--_ , . ,.d , t

•_ 60

c -- Murchison Ohondrite \ ] "_" -
o ... on CsI \ /

I-- ¢I,U -- ( thickness -t.Sp.m)J"--_/ -

CO

20-
#_

B

0 _ " _ ' ± '
4000 3000

I I I , 1 l 1 I I J l .___l t I , 1 1 I

2000 t800 t600 t400 t200 t(300 800 600 400

Wavenumber cm4

l

I

Fig. 5. IR spectra of vacuum-deposited films of Murchison organic residue
and Type II kerogen.

349



Murchison organic residue and compare it with a similarly thermally evaporated film

of kerogen. Both of these spectra were obtained with the Beckman Acculab

Spectrometer. The films are similar enough in thickness that a direct comparison is

possible. The Murchison extract shows spectral features similar to those of the

kerogen film, except for the absence of aliphatic CH features near 2900 cm -1 and

1450 cm "1. It is significantly more absorbing than the kerogen film we discuss below.

(d) Optical Constants of Kerogen and Meteoritic Organic Material

Using Eq. (1), the spectra, and the measured film thicknesses, the imaginary

part of the refractive index, k, was calculated from 0.15-40 #m for both kerogen and

the meteoritic samples. Figure 6 shows results for kerogen graphically; the values

0.6 Evoporoted KEROGEN TYPE H [SKYE-#5]

0.4

k 0.1
0.08
O.06

0.04

002

0.01 I i L IJll I I I t l
0.15 0.5 0.5 i 2 6 10 20 40

k(/zm)
Fig. 6

are also listed in Table II. The values are accurate to - 20% in the UV and IR regions

and to -+30% in the visible. Fig. 6 shows that k has substantial structure from 0.15-

40/_m. ,

The real part of the refractive index of kerogen, n, was determined by variable

incidence-angle reflectance to be 1.60 + 0.05 from 0.4 to 2.0 #m. Fig. 7 shows the n

values computed from k by Kramers-Kronig analysis. The uncertainty is + 0.05.
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Table II.
Imaginary Part of the Refractive Index (k) = al0 "b at Various

Wavelengths (I) of Thermally Evaporated (to 750"C) Film of Kerogen at Room
Temperature.

0.15

0.155

a b

1.40 I

1.35 1 1.0

a b

1.33 2

1.38 2

0.16 1.36 I 1.1 1.30 2

0.165 1.38 I 1.2 i.10 2

0.17 1.39 1 1.3 1,34 2

0.1725 1.39 I 1.4 1.75 2

1.7

3.378

3.401

3.472

a b

7.45 2

8.58

1.02

7.75

6.45 2

X( m) I a b
6.536 6.67 2

6.623 6.76 2

6.667 7.11 2

6.711 7.46 2

6.76 2 2

0.175 1.40 I 1.5 1.94 2 3.496 8.07 2 2

0.18 1.44 1 1.6 1.98 2 3.521 5.13 2 2

0.185 1.48 1 2.03 2 3.546 4.82 2

1.56 10.19

0.195

6.757 8.00

6.803 9.09

6.849 9.50

6.897 1.03

6.993 9.09

7.042 8.50

1.67 1

2

1.8 2.07 2 3.571 4.52 2 2

1.9 2.11 2 3.623 " 4.49 2 7.143 8.31- 2

2.0 2.27 2 3.650 4.44 2 7.246 8.20 20.2 1.92 1

0.205 2.01 1 2.1 2.46 2 3.704 4.20 2 7.299 8.00 2

0.21 1.96 1 2.2 2.62 2 3.846 4.05 2 7.407 7.58 2

.

4.167

0.22

0.23

1.80 1 2.92 2

3.02 2

3.97 2

3.90 2

3.893.40 2

1.72 1

1.69 1

2.3

2.4

2.50.24

7,692

8.333

4.348

5.714

7.84 2

2 9.091

0.25 1.63 1 2.632 3.71 2 4.545 3.92 2 10. 1.01 i

0,28 1.46 1 2.703 3.86 2 4.762 4.01 2 11.111 1.35 1

0.3 1.29 I 2.740 4.39 2 5. 4.36 2 12.5 1.72 1

0.32 1.06 1 2.778 4.93 2 5.128 4.55 2 13.333 2.01 1

0.35 7.72 2 2.817 5.51 2 5.263 4.51 2 14.289 2.71 1

0.38 5.68 2 2.857 5.83 2 5.556 5.16 2 15.384 3.53 1

0.4 4.31 2 2.899 6.02 2

5.747

5.882

0.45 2.84 2

2.15 2

1.77 2

6.21 2

6.41 2

2.941

5.64 2

5.93 2

5.952

6.91 2

7.56 2

1.23 2

2.985

3.030

0.5

6.62 20.55

0.6

15.873

3.125

16.667

8.39 2

9.40 2

4.08 1
1

7.87 2

3.84 I

6.42 2 6.061 8.61 2

0.65 1.23 2 3.226 6.23 2 6.211 8.57 2 25. 2.68 l

0.7 1.23 2 3.289 5.99 2 6.25 8.34 2 28.571 3.86 1

0.75 1.31 2

1.53 2

3.311

1.46 2

3.322

5.67 2

0.8 5.54 2

5.88 2

6.329

6.41

6.4523.3330.85

7.40 2

7.16 2

18.182 3.02 i

20. 2.35 1

22.2'22 2.09 1

30.303

33.333

0.

|

4.10 1

3.78 1

2.74 1
=ll

k values for the original kerogen can also be estimated from its transmission

spectrum in a KBr matrix as shown in Fig. 3. By knowing the percent of kerogen in the

KBr pellet and the thickness of the pellet, it was possible to estimate k from 2.5 to

25/am. Figure 8 compares k of the original material with that obtained for the thin

film. (Values are normalized to unity at 16 #m.)
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The agreement between the normalized k values before and after evaporation is

good, again illustrating the preservation of the spectral characteristics of the

kerogen after evaporation. As in the FTIR transmission spectra (Fig. 3), the only

major differences are due to the lack of silicate absorption in the evaporated film.

Fig. 9 compares the k values obtained for the evaporated kerogen film with the

k values of the evaporated Murchison organic residue. Table III lists the k values

for the film produced from the Murchison organic extract. The Murchison sample, like

Type II kerogen, also shows substantial structure, although k values obtained for

Murchison are significantly higher than those of the kerogen, and as expected, do not

show any feature associated with aliphatic functional groups.

t0

t6 s

I I I I i I I I I I I I I I I | I[ I I I I llll.

°j "°°"

(k) Murchison

........ ( k) Kerocjen

I i I I I t'_[ I t i i I ilii I I I I I It

t0 t0 2

X (/_m)

Fig. 9

CONCLUSIONS

(1) The Murchison organic residue has some similarities to Type II kerogen in

the infrared, but has a higher k (is more absorbing) and lacks aiiphatic spectral

features.
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Table III.
Imaginary Part of the Refractive Index (k) = al0 "b at Various Wavelengths

(,_) of Thermally Evaporated (to 750°C) Film of Organics in Murchison
Meteorite at Room Temperature.

2.5
2.63
2.70
2.78

5.28
5.64
6.45
1.09

b

2
2
2

,X (_m) a b

6.25 1.28 1
6.45 1.09 1
6.67
6.89

1.07
1.14
i.092.86 1.63 1 7.14 1

2.94 1
13.03

8.331.94
2.16

3.12 1.91 1
3.23 1.61 1
3.33 1.40 I

_' 3.45 1.23 1
3.57 8.83 2
3.85
4.17

1.10

7.55
7.68

4.55 7.96 2
5.00 8.35 2
5.71 9.13 2
5.88 1.19 1
6.06 1.41 1

10.00 1.37 1
11.11 2.25 1
12.50 3.58 1
14.29 7.67 1
15.87 1.02 0
16.67 9.95 0
18.18 8.50 0
20.00 6.96 1
22.22 5.59 1
25.00 6.85 1
28.57 8.90 1
33.33 1.19_ 0
40.00 1.10 0

(2) The thermal evaporation technique is a good method for determining the

optical constants of kerogens, organics in meteorites, and probably for other kinds

of tholins. 9

(3) More material is required to produce thick films and pellets to obtain

results for the far infrared region to ), = 1 mm. Transmission measurements in the

vacuum UV to soft x-ray region are required to obtain the best determination of n

through Kramers-Kronig analysis.

(4) Brooke et al. 18 detect strong 3.4 and,2.8 #m emission features in comet

P/Brorsen-Metcalf and find that the positions and widths of these features coincide

with those observed in comets P/Halley, Wilson (1987 VII), and Bradfield (1987 XXIX).

Comets and carbonaceous chondrites probably both accreted from low-temperature

condensates in the solar nebula, 1°'19 but the organic residues of comets can derive

from pre- and post-accretion irradiation of hydrocarbon-containing ices, a somewhat

different origin than that generally envisioned for meteoritic organics. 8'9 The

3.4 #m CH and 2.8 #m OH features in the above comets well match spectral features

found in organic residues of H20-CH 4 and H20-CeH6 ice irradiation. 2°'21'22 Similar

spectral features in the kerogen suggest not its presence in comets, but simply some

basic spectral similarities due to some commonality of functional groups in these

materials.
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VAPOR PRESSURES OF ACETYLENE AT LOW TEMPERATURES
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The atmospheres of many of the outer planets and their satellites contain a large number

of hydrocarbon species. In particular, acetylene (C2H 2) has been identified at Jupiter,

Saturn and its satellite Titan, Uranus and Neptune. In the lower atmospheres of these

planets, where colder temperatures prevail, the condensation and/or freezing of acetylene is

probable. In order to obtain accurate models of the acetylene in these atmospheres, it is

necessary to have a complete understanding of its vapor pressures at low temperatures.

The vapor pressures of acetylene above 90K have been measured 1,2, but these

measurements were made over 30 years ago and may not be extremely accurate. For

temperatures below this, no vapor pressure data exists in the literature. Therefore, to arrive

at an estimate for these values, modelers are forced to extrapolate the high temperature data

to temperatures more appropriate for planetary atmospheres using the Clausius-Clapeyron

equation. This equation employs a linear relationship between lnp and 1/T by assuming

that the enthalpy (AH) is not temperature dependent. This assumption may not be valid

over large temperature ranges and may lead to inaccuracies in the extrapolated values.

Therefore, our lab has been engaged in the determination of these vapor pressures at low

temperatures for acetylene.

The vapor pressures are measured with two different techniques in order to cover a

wide range of temperatures and pressures. In the first, the acetylene is placed in a sample

tube which is immersed in a low temperature solvent/liquid nitrogen slush bath whose

temperature is measured with a thermocouple. The vapor pressure is then measured directly

with a capacitance manometer. Vapor pressures in the 10 -3 tO 102 Torr range are measured

with this method.
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For lower pressures, a second technique which we call the thin-film infrared method

(TFIR) was developed) It involves measuring the disappearance rate of a thin film of

acetylene at a particular temperature. A thin film of the material (-lm) is deposited on a

substrate (figure 1) that is cooled to 40K, where the acetylene has essentially no vapor

pressure. The substrate and film are then heated to the desired temperature for a vapor

pressure measurement. At low temperatures where the vapor pressure is less than 1 torr,

the rate of evaporation of molecules from a surface in a vacuum is the same as the rate of

evaporation of the molecules in the presence of saturated vapor. Therefore, if we have a

way to measure this evaporation rate, we can determine the vapor pressure of the molecule

at that temperature directly. We accomplish this by taking the spectrum of a characteristic

absorption feature for the molecule (1420 cm -1 for acetylene) at different time intervals with

a Fourier Transform Infrared Spectrophotometer (FTIR). Once the sample film reaches the

desired temperature, an initial spectrum is recorded. The spectrum of the absorption feature

is then monitored while part of the sample film evaporates. At a certain time, t l, when a

portion of the sample film has evaporated, another absorption spectrum is taken. At a later

time, t 2, when more of the sample has evaporated, another spectrum is taken and this

process is repeated Until the absorption feature is too weak to use for quantitative analysis

(see figure2).

The spectra are then analyzed using previously determined extinction coefficient values,

to determine the disappearance rate R (where R=An/At, the number of molecules that

disappear per unit time). This can be related to the vapor pressure directly using the

formula

R= P

(_gmkT) 1/2

where p is the vapor pressure at temperature T, m is the molecular mass of the compound

and k is the Boltzmann constant. This technique facilitates measurement of the lower

temperatures and pressures (10 .8 to 10 .6 Ton-). Both techniques have been calibrated using

CO 2, and have shown good agreement with the existing literature data. Table I gives

values for acetylene using both methods and figure 3 shows a plot of these values as well

as the literature values for the higher temperature data.

358



SAMPLE CHAMBER

J107.009

Figure 1. Sample chamber for TFIR vapor Pressure exgeriments.
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Transmission spectra, at different times of acetylene at 8OK.
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Table I - Acetylene Vapor Pressur_;

Capacitance Manometer TFIR

T(K_ pfrorr_ _

118 5.07x10 -3 80.0 1.68x10 -7

143 8.12 81.0 3.41x10 -7

145 7.69 86.0 1.13x10 -6

148 7.82 86.2 1.29x10 -6

155 30.3 88.0 1.74x10 -6

158 42.8 90.0 5.24x10 -6

159 38.0 91.0 4.24x10 -6

160 48.5

171 137

176 217

178 361

180 367

188 637

As shown in figure 3, at the lowest recorded temperature, our data differs from the

extrapolated value by almost 2 orders of magnitude. This produces a significant difference

in the haze production models of Romani 4, for acetylene in the atmospheres of Saturn,

Uranus and Neptune. Our laboratory is continuing to make vapor pressure measurements

for other molecules such as diacetylene (C4H2), hydrogen cyanide (HCN), cyanoacetylene

(HC3N) and dicyanoacetylene (C4N2), that are of importance to planetary atmospheres.
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LABORATORY STUDIES OF THE INTERACTION OF IONS WITH CONDENSED

GASES: PLANETARY APPLICATIONS

J.W. Boring and R.E. Johnson

Department of Nuclear Engineering and Engineering Physics

University of Virginia

Charlottesville, VA 22901 USA

INTRODUCTION

The work described in this paper is concerned with laboratory studies of

the processes that produce the ejection of molecules from the surfaces of

condensed gas solids, the change in the chemistry of the surface materials,

and the relationship of these results to processes occurring in the solar

system. Included is a discussion of the experimental techniques employed in

making these laboratory measurements.

In the solar system as one goes away from the sun the temperature of the

surfaces of solid bodies decreases, such that many of the surfaces in the

outer solar system are composed of substances that are gases at earth

temperatures. This means that the binding energy of the molecules that form

these solids tends to become smaller as one goes out in the solar system.

Since these surfaces are frequently exposed to some form of radiation one has

the possibility that these volatile substances can be ejected by the radiation

to form an atmosphere in the vicinity of the body. The bodies of principal

interest in this context are planetary satellites and rings, as well as comets

and asteroids. The relevant radiation that causes ejection from these objects

are ions, electrons and photons. In some instances, such as when a comet

comes close to the sun, the net radiation flux is large enough to cause the

temperature of a large fraction of the surface to become great enough that

evaporation of the surface materials occurs. This removal of surface material

by increased temperature is reasonably well understood and will not be

considered here. Rather, we will concentrate on the ejection of surface

molecules as a result of exposure to energetic ions, electrons and photons,

where the ejection rate is proportional to the incident radiation flux. This

implies that each incident particle produces an effect that is independent of

the others. In some situations it is useful to speak of a transient increase

in the temperature of the solid in the vicinity of the incident particle. The

PRECEDING PAGE BLANK NOT FILMED
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process of the ejection of surface material as a result of incident radiation

is called sputtering (or desorption) if the ejection rate is proportional to

the incident flux.

Particles (ions, electrons, photons) deposit their energy in a solid in

two forms: (i) Kinetic energy of motion of the atoms of the solid (nuclear

deposition) and (2) Excitation of the electronic structure of the

atoms/molecules of the solid (electronic deposition). Since the ejection of

atoms/molecules from the surface of the solid is a result of their having

attained a larger than average kinetic energy, it is easy to see how nuclear

deposition leads to ejection. In the case of electronic excitation, however,

it is necessary that the electronic disturbance lead to repulsion between

neighboring particles and subsequent ejection of one or more particles from

the surface. In the case of incident electrons and photons there is only an

electronic contribution to the ejection, whereas for ions there can be both an

electronic and a nuclear contribution, with the latter dominating for heavy

ions.

When the solid under consideration has molecules composed of several

different kinds of atoms there is the possibility of significant chemical

change initiated by the incident radiation, even at the low temperatures of

the condensed gas solids. Both the nuclear and electronic energy deposition

can result in the breaking of chemical bonds, resulting in various molecular

fragments. These fragments can diffuse and combine to form new chemical

species, some of which may be volatile enough to leave the solid of their own

accord while others may be ejected by subsequent radiation. The net result of

all of this activity is that the chemical nature of the solid, along with its

physical characteristics, may be permanently altered by the radiation, and

various particles are ejected from its surface, both molecules of the original

material and the new ones that have been produced by the radiation. Among the

characteristics of the surface that are changed are its ability to reflect

light and the rate at which it is eroded by subsequent radiation. An example

is the bombardment of CH4 by ions or electrons. The primary ejected species

is H2, resulting in a decreasing H to C ratio (Fig. i). Eventually the

......... _ate_lal becomes rather carbon-like, very different from the original clear

condensed gas solid. The tendency toward a carbonaceous material is

accompanied by an increase in the average binding energy of particles on the

surface, with a corresponding decrease in the probability of their ejection.
!
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Processes such as this may well have altered the surfaces of solar system

bodies that were originally hydrocarbons but which as a result of radiation

bombardment became much like carbon with a corresponding decrease in ability

to reflect sunlight.

As implied in the previous discussion the principal factor in determining

whether an atom or molecule is ejected from a surface is how strongly it is

bound. We have also seen that chemical actlvley produces new species, some

more strongly and some more weakly bound than the molecules of the original

material. The ejection rate is, of course, also strongly affected by the

density of energy deposited at the surface by the incident particle.

Experimental Technlcues

We concentrate here on positive ions and electrons as incident particles

and condensed gas solids as targets. The experimental systems described here

are at the University of Virginia for keV measurements and Bell Labs for MeV

measurements, and the results described later are from these two labs.

Electrons with energies in the k_V range are produced simply with an electron

gun, consisting of a filament, an accelerating voltage and suitable focussing.

Ions in the keV range require a little more equipment, including an ion

source, an analyzing magnet and suitable pumping to maintain a low pressure at

the target. Ions with energies in the MeV range are usually produced by using

a van de Graaf accelerator. Condensed gas targets can be produced by

deposition of the gas or vapor onto a cold substrate. Temperatures of - 15K

will allow one to condense any material except He, H 2 and Ne. Temperatures in

this range can be obtained using liquid He, but more conveniently with a

closed cycle helium refrigerator.

In studying the ejection of atoms and molecules from the surface of the

solid one is primarily interested in three quantities: (i) The absolute rate

at which the ejection takes place, usually stated as the sputtering yield Y -

particles ejected per incident ion. (2) The mass spectrum of ejected

particles and (3) The energy spectrum of each of these masses. A typical

apparatus for making these measurements is shown in Fig. 2. In this system

the ion beam is incident on a condensed gas target. In making measurements of

the absolute sputtering yield it is necessary to be able to measure the beam

current accurately. This is aided with a flow-through Faraday cup before the

target. One also desires to have the pressure at the target as low as
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possible. This is accomplished by having the target surrounded by a copper

cylinder maintained at a temperature of 12K, which serves to cryopump the

target region, maintaining a pressure at the target of - I0 -I0 Torr. The mass

spectrum of ejected neutral particles is observed with a quadrupole mass

spectrometer located in a separate vacuum chamber. Ionization of the neutral

particles is by an electron-emitting filament just before the quadrupole. The

kinetic energy spectrum of ejected particles is measured by pulsing the ion

beam and observing the time spectrum of particles arriving at the quadrupole.

Since the distance from target to detector and the mass of the particle are

known one can then obtain the energy spectrum of each of the ejected species.

In these time-of-flight measurements it is essential that the detected

particles come directly from the target. This means that the detector chamber

must be well isolated from the target chamber in a vacuum sense so that a

pressure rise in the target chamber is not detected in the detector chamber.

This is accomplished by having cryogenic differential pumping between the two

chambers. In order to determine the total absolute yield of ejected particles

one needs a method of determining changes in the thickness of the target as it

is eroded by the ion beam. In this system this is accomplished by having an

alpha source (Ra 220 or Po 210) deposited on the substrate that the target film

is grown on. After the film is grown the alphas pass through it and their

energy is a measure of the film thickness. These alphas are detected and

their energy analyzed with a surface barrier solid state detector and a

multichannel analyzer.

since the character of the irradiated condensed gas solid is altered by

the radiation it is important to be able to study these changes in the species

present in the target. An experimental system capable of monitoring the

atomic composition of the target is shown in Fig. 3. In this case the

incident beam is composed of incident MeV H+ or He + ions. These ions can be
=

Used for:sputtering the film, but they can also be used for analyzing the

atoms present in the target by Rutherford backscattering of these ions

(usually He+). A small fraction of the incident ions are scattered through an

angle near 180 = . The energy of these ions is determined only by the mass of

the scatterlng atom and the amount of material through which the ion has

passed. One can thus measure the proportion of the various atoms present in

the target as a function of the amount of radiation. The incident ions that

produce the radiation effect being studied may well be different from those
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used in backscattering analysis. The technique gives no information on the

molecular character of the target material, but it may also be used to measure

the thickness of the target film in much the same manner as the alpha particle

method described above.

Information about the molecular character of the solid may be obtained by

a number of methods including SIMS, warming the irradiated condensed gas

target and looking at the mass spectrum of what comes off, but we concentrate

here on information that can be obtained by probing it with photons. The most

useful wavelength ranges are in the infrared and ultraviolet. The

configuration can utilize either the spectrum of photons transmitted through a

thin film or those reflected from its surface region. Shown in Fig. 4 is an

experimental system for studying in transmission the absorption of IR photons

by a condensed gas target. The target is formed onto a cold KRr substrate

with subsequent bombardment by an ion beam. One is principally looking for

new absorbing molecular species formed as a result of the bonds broken by the

incident particles. An arrangement for studying the reflectance of UV light

by solid H20 is shown in Fig. 5. The light from a high pressure Xe arc is

incident on an ice target and the reflected spectrum is observed with a VUV-

visible monochrometer. A spectrum is taken before ion bombardment and

compared to that after bombardment. In addition to the changes in the

molecular structure of the target caused by the breaking of chemical bonds by

the ions, one can also expect absorption by new species that are created by

the implantation of the ions into the target.

Representative Results

The key statements from the above discussion of the sputtering of

condensed gas solids are that: (i) Incident ions and electrons can break

chemical bonds, producing fragments. (2) The fragments can diffuse and

combine to form new species, and (3) The character of the solid is permanently

altered by these processes and particles are ejected from its surface, both

the molecules of the original solid and the new species. In this section we

present the results of measurements that indicate these features. In Fig. 6

we show the results of the bombardment of D20 ice (D20 is chosen over H20 for

reasons of lower background) by 1.5 MeV He + ions, where the energy deposition

is predominantly electronic. The principal detected species are D20 , D 2 and

02 , indicating the presence of new species created by the incident ions. In
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Fig. 6 we plot the yield of ejected particles as a function of target

temperature, as measured by a mass spectrometer. It is seen that in the

temperature range 50 - 140K the yield of D20 is independent of temperature,

while the yield of D 2 and 02 is dependent on temperature over the entire

range. This is as expected since D 2 and 02 are created species which depend

on diffusion for their production. Evidence of the production of new species

is also shown in Fig. 7 for D20 where the mass spectrometer signal for D20 , D2

and 02 is displayed as a function of beam fluence (or time after the beam is

turned on). One sees that the D20 signal (mass 20) rises rapidly to a

constant value while the 02 signal (mass 32) rises slowly, indicating the

finite time required to produce a significant amount of this new species. The

D 2 signal (mass 4) seems to have a more complicated structure with both a

rapid and a slow component. The behavior of targets with different possible

product species is shown in Fig. 8, where the total sputtering yield is

plotted vs. temperature for Ar, CO2, SO 2 and H20. The curve for Ar is the

simplest since there are no new chemical species produced. The yield is

constant up to a temperature Just under where one expects significant

sublimation, followed by a rapid rise, probably due to local heating of the

target in the vicinity of the track of the incident particle. The H20 and SO 2

targets show a behavior similar to each other - a region of constant yield

followed by a slow rise when the diffUsion and ejection of new species becomes

comparable to the ejection of the parent species. The CO 2 target exhibits the

most complex behavior with two distinct steps, corresponding to the sudden

prOduCtion of new species at the corresponding temperatures.

Satellit_s of Jupiter and Saturn

The general information discussed above is useful for considering the

contributions to atmospheres and plasmas in the environment of planetary

bodies. For a specific situation we consider how information of the type

presented here applies to two of the Jovian satellites - Io and Europa, and

the icy Saturnian satellites.

Io

The surface of Io is composed largely of sulfur-containing compounds,

elemental sulfur and SO 2. In the absence of a thick atmosphere (e.g. night

side and poles) the surface of Io is continually bombarded by ions of the
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plasma torus trapped in Jupiter's magnetosphere. We are thus interested in

the rate at which particles are ejected from the surface and their subsequent

history. One important factor in the ejection is the energy spectrum of

ejected species, since this determines the fraction of ejected particles that

escape the gravitational field of the satellite. The ones that do not escape

will probably pass in a ballistic trajectory and be redeposited on the

surface. The ones that do escape are bound in Jupiter's gravitational field

until they are ionized by solar photons or electrons, at which time they

become part of the plasma torus around Jupiter, with the likelihood that they

will later contribute to the erosion of the surfaces of the satellites

embedded in this torus.

For the case of sulfur on the surface of Io we consider first the mass

spectrum of ejected particles. Shown in Fig. 9 is a spectrum obtained in the

laboratory for the erosion of sulfur by keV ions. Solid sulfur is composed of

S 8 rings, but one sees that very few of the ejected species are S8, with the

ejecta being predominantly S 2. This is because it is difficult to have

ejecting impulses applied to the whole S 8 ring, whereas S 2 is a particularly

stable small fragment of sulfur. Evidence for particles altering the surface

and producing fragments may be the dark poles of Io. An example of the energy

spectrum of ejected sulfur species is shown in Fig. I0. At the higher

ejection energies it is seen that for the small fragments S 1 and S 2 the

behavior goes as E "2, which is typical of collision cascade sputtering. For

the larger species the curve drops more rapidly, indicating the difficulty of

ejecting a large fragment as a result of an energetic impulse in the solid.

Similar energy spectra have been obtained for the sputtering of SO 2 by keY

ions, allowing one to assess the relative importance of those particles that

escape the gravitational field of Io and those that become redeposited on the

surface.

A problem of major interest to atmospheric scientists is the source of Na

observed in the atmosphere of Io. We have recently measured the ejection of

Na from Na2S and combined that with our sulfur results to help understand

Na2S x (i.e. any combination of sodium and sulfur on Io). We find that sodium

is ejected primarily in the form Na, NaS, and Na2S. Therefore, both atomic

and molecular forms should be observed. Using our measured energy spectra we

find we can produce a sodium atom line-of-sight column density with a profile

like that observed. Because of the recent observation of H2S in this system
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we will shortly be studying the yield of H2S from sulfur bombarded by protons.

Europ_

The surface of Europa is largely solid H20 and much of the information

about its composition is obtained by looking at the spectrum of reflected

sunlight, particularly in the UV region. Compared to pure ice, one observes

in the Europa spectrum a rather strong absorption in the wavelength range 200-

500nm. It has been suggested that this may be due to S-O bonds in the solid

that result from S+ implantation into }{20 from the ions in the Jovian
................ _ __ _ _

magnetosphere. We have explored this hypothesis in the laboratory by

observing the reflectance of solid }{20 in the UV, both before ion bombardment

and after bombardment by various ions. _Shown in Fig. ii is the_ ratio of a

spectrum taken after bombardment by SO2 + ions to that before bombardment for a

temperature of 2OK. It is seen that there is in fact a strong absorption

feature at the lower wavelengths. In order to test whether this was due to S

implantation or some more general interaction of the ions with the target we

repeated the experiment with Ar + ions. The resulting spectrum was

substantially the same as for SO2 + ions, indicating that the absorbing species

was probably a result of bond breaking in the H20 target rather than being due

to an implanted species. When the experiments were repeated at 120K, a

temperature more representative of Europa, the absorption feature was absent

for all incident ions, indicating that the low temperature was necessary to

preserve the absorbing species. This leaves open the question of what doe__.__ss

produce the absorption on Europa. One thing that must be kept in mind with

regard to the above laboratory results is that the range of the ions in the

solid is " 20 rum, meaning that only a thin layer contains implanted ions and
i

that these may pr6dude_an absorption much too Weak to be observed. It is

• possible that on Europa the implantation of S+ takes place over a long time,

along with simultaneous redeposition of ejected H20 onto the surface,

resulting in a surface region that contains many sulfur atoms to a depth that

is large compared to the penetration depth of the light that is reflected.

Icy Satu[nian Satellites

From Mimas to Rhea a plasma containing H+ and O+ has been identified.

particular interest here is the heavy species whose source must be the icy

satellites. Tha•t is, plasma ions bombard the surface and sputter H20 (H2 +
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02) which based on our laboratory measurements easily escape the gravitational

fields of the small satellites. These molecules reside in the gravitational

field of Saturn orbiting at a speed close to that of the parent satellite, as

determined by our ejected particle energy spectra. Eventually the molecules

are ionized (by electrons or UV photons) producing the observed plasma. We

therefore, have been able to take our laboratory measurements and calculate

the source rate of ions in the inner magnetosphere. As the electron

temperatures inside the orbit of Enceladus are low, the plasma may contain

molecular ions, the detection of which by Cassini would be an exciting test of

these ideas. These satellites also have reflectance spectra which are not

those of pure H20 and we are at present working on sorting out the role of

bombardment vs. that of contaminants in the solid.

As an example of the use of laboratory data to calculate atmospheric

densities we show in Fig. 12 the density contours in the vicinity of the

Saturnian satellites, as calculated from the ejection rate and energy

distribution of particles ejected from these satellites.
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ELECTRON-IMPACT SPECTROSCOPY

S. TRAJMAR, JPL, Caltech, 4800 Oak Grove Dr., Pasadena, CA 91109

ABSTRACT

The methods of electron impact spectroscopy and cross section measurements are dis-

cussed and compared to optical spectroscopy. A brief summary of the status of this field

and the available data is given.

INTRODUCTION

The first studies of electron collision phenomena in the early 1930's contributed sig-

nificantly to the understanding of the quantum states of matter by demonstrating that

electrons can lose only well defined amounts of energy in collision with atoms. These first

activities were followed by a long dormant period up to the 1960's when the field became

very active due to need of spectroscopic and cross section data for a large variety of sys-

tems (planetary ionospheres, astrophysics, lasers and various plasma devices). The aim

of this paper is to briefly describe the status of electron collision field and the methods

used to generate spectroscopic and cross section data. A comparison between optical and

electron-impact spectroscopy is made and elastic, excitation, dissociation, ionization, mo-

mentum transfer and total electron scattering measurements are described. The discussion

is limited to electron interactions with neutral molecular (atomic) species.

ELECTRON-IMPACT VERSUS OPTICAL SPECTROSCOPY

In a typical electron scattering experiment (see Fig. 1) an electron beam of well defined

energy (Eo) crosses a target gas beam and the scattered electron signal at a direction 8 with

respect to the incoming beam is measured as a function of energy lost by the electrons under

single collision condlti0ns. The resulting Curve is an energy-loss spectrum. Fig. 2 shows

such spectrum for He. It is very similar to an optical absorption spectrum. The locations

of the energy-loss features contain the spectroscopic information (energy level scheme of

the target species) and the scattering intensities are related to the corresponding cross

sections. Indeed, it can be shown that at high impact energies and small scattering angles

(small momentum transfer conditions) the optical absorption and electron-impact energy-

loss spectra are equivalent and the same cross sections can be deduced from either of them.

In other words, the same (dipole) selection rules aI)ply for both cases and optical absorption
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and photoionization cross sections can be obtained by electron scattering techniques. The

sharp (in time) electric field experienced by the target in high-energy electron collision, may

be Fourier-transformed to represent a wide range of frequencies. The electron, therefore,

corresponds to an ideal continuum light source.

e" (EO)

e'(E0 -Z_E)

POSITIVE IONS

NEGATIVEIONS
SECONDARYe-

Fig. 1: Schematic representation of electron-beam/molecular-beam scattering experi-

ment. The incoming and scattered electron beam as well as secondary products (electrons,

photons, ions, dissociation fragments) are indicated.

At low impact energies and large scattering angles (small momentum transfer condi-

tions) the situation is quite different. Electron collision processes do not obey optical

selection rules and all types of symmetry and/or spin forbidden transitions may take place

yielding information which is not available from optical spectroscopy. E.g. in Fig. 2 the

(15, ____sp) spin forbidden excitation peak is quite prominent, while in optical spectra it is

l0 T times weaker than the optically allowed (IS _lp) excitation. An additional important

difference between the two methods is that in electron-impact spectroscopy the ftfll spec-

trum ranging from the microwave to the x-ray region can be obtained in a single scan with

the same instrument while in optical spectroscopy very different techniques are required

for various spectral regions.

Now turning to the quantitative aspects of electron-impact spectroscopy, it should be

mentioned that the cross section data can be obtained either from the measurement of the

scattered electron signal or from the measurement of the secondary electron, photon, ion

or fragment signals associated with the scattering process in question (see Fig. 1). More

detailed information concerning the electron molecule interactions (multiply differential

cross sections, scattering amplitudes and various coherences among these amplitudes) can

be obtained from coincidence measurements of two (or more) particles.
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DEFINITION OF CROSS SECTIONS

The parameter which quantitatively characterizes a scattering process is the cross sec-

tion. It represents the time-independent probability for the occurrence of a particular

scattering process. The notion of constant collision cross section, used in gas kinetic colli-

sions, is not appropriate for electron scattering since the interaction is velocity and angle

dependent.

Beam-beam scattering measurements yield the differential scattering cross section (DCS)

for a given process (n).

da,_(Eo,_)
DCS,(Eo,8) - dgt ' (1)

where the averaging over azimuthal angles (¢), instrumental energy and angular reso-

lution and experimentally indistinguishable processes is indicated by the horizontal bar.

Integration over all solid angles then yields the integral cross section

a,,(E°) = 27r DCS,,(Eo,8)sinSd8 (2)

and in case of elastic scattering, the momentum transfer cross section

aM(Eo) = 2r DCSo(Eo,8)(1-cosO)sinOd8. (3)

The total electron scattering cross section represents the sum of all integral cross sections:

aToT(Eo) = _.,a=(Eo) (4)

Where the summation includes the elastic, all inelastic and ionization channels.

The most basic quantity, of course, is the complex scattering amplitude and its square

modulus represents the differential scattering cross section.

MEASUREMENT OF CROSS SECTIONS

Differential Cross Sections

The experimental techniques used to obtain electron collision cross sections of interest

to us here axe briefly summarized below. More detailed description of these techniques

have been given by Trajmar and Register (1984) and Nickel et al. (1989).

Most of the electron collision cross section measurements are carried out with an elec-

tron beam-molecular beam configuration (see Fig. 1.) The resulting energy-loss spectra
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yield scattering intensities associated with a given process at fixed Eo and 0 values. (See

Fig. 2).
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Fig. 2 Energy-loss spectrum of He. The region corresponding to the n = 2, 3... manifold

excitations and to the ionization continuum is shown under medium momentum transfer

conditions.

The scattering intensity is related to the differential cross section as

I.JEo,O) : / /E" /a'<_ P(r-')f(E'°'r-')F(E'°'r-') (5)

t

Oa'_(E'°'_ ) d_'dE:d_" ,
x dQ

where I,_(Eo, _) is the scattering signal (counts sec -1 ) measured at a nominal impact energy

Eo and scattering polar angles _(8, ¢), p(_ is the spatial density distribution of the target

atoms (molecules cm-3), f(E'o, r-') is the distribution function (both energy and spatial) of

the electron flux (electrons sec -1 cm-2), F(E'o, _ is the response function of the detec-

tor, dQ' = sin [O'(r-')]dO'(r-')d¢(r-') and _' is the position vector for scattering points which

contribute to the signal.

The rigorous deconvolution of the cross section from Eq. 5 is complicated but for most

practical purposes we can define the differential cross section, which is averaged over the

instrumental energy and angular resolution (and azimuthal angles), as defined by Eq. 1
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and thus obtain the simple equation

I,_(Eo,8) = DCS,(Eo, O)V_II. (6)

The problem then boils down to the determination, calibration or elimination of Veil (the

effective scattering volume) in Eq. 6. It is a lengthy procedure and described in details e.

g. by Trajmax and Register (1984) and Nickel et al. (1989). Basically, the procedure relies

on relative intensity measurements and normalization to He elastic scattering for which
accurate cross section values axe available.

Integral Cross Sections

In general, the direct measurement of integral cross sections is not feasible for elastic

and excitation processes. Integral cross sections then can be obtained from DCS using Eq.
2.

One can, in certain cases, deduce integral excitation cross sections from optical exci-

tation functions which are obtained by measuring the optical radiation intensity caused

by electron impact excitation and subsequent decay of the excited level. This procedure

requires the knowledge of cascade contributions and branching ratios and is applicable

only to optically allowed excitation processes in general. Note that the measurement of

the optical excitation functions and electron impact cross sections are complementary to

each other. Going the other way around, one can deduce from the measured electron im-

pact excitation cross sections the optical excitation functions. For this purpose the dipole

transition probability between the excited and ground levels and knowledge of cascade

contributions are needed. The best philosophy is to measure cross sections if cross sections

are needed and measure optical excitation functions if photoemission cross sections are
needed.

Electron impact excitation to continuum states of molecules results in dissociation. If

the dissociation products axe ions (dissociative ionization, polar dissociation or dissociative

attachment) or if the neutral disociation products are in excited states which consequently

decay by radiation, the total dissociation cross sections can be determined by measuring

charged particle or photon yields. Similarly direct ionization cross sections of molecules

(atoms) can be conveniently determined by measuring the ion signal. One faces, however,

a much more difficult task when the concern is dissociation to neutral ground state species.

Only recently have these problems successhdly been addressed by fast beam coincidence

techniques by Helm and Cosby (1987).

At very low electron energies, when only a few inelastic channels are open, integral

excitation cross sections can also be deduced from electron swarm measurements. In the

swarm method a stream of electrons enter a diffusion chamber containing the target gas

and proceed through the gas under the influence of an electric field. The stream proceeds

to the anode, on its way colliding with the gas and spreading by diffusion. The behav-

ior of the electrons is governed by the Boltzmann equation. The collisions with the gas
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manifest themselves by affecting the Boltzman collision integral and as a consequence the

macroscopic transport properties. Treating the applicable cross sections as free parame-

ters, their value can be determined by fitting the measured transport coefficients to those

defined by the Boltzmann equation. Obviously when too many parameters are required to

characterize the system, the fitting procedure becomes ambiguous.

Momentum Transfer Cross Sections

In the case of elastic scattering Eq. (3) can be utilized to obtain aM(Eo) from DCSo

(Eo, 0). These cross sections can also be obtained very accurately at low electron energies

from swarm measurements. This is a fortunate situation since electron beam techniques

become very difficult and uncertain at low electron energies. Therefore, the two methods

complement each other in an ideal way and in the energy region of overlap cross checkings
are possible.

Total Electron Scattering Cross Sections

Total electron scattering cross sections are measured by various transmission measure-

ments. The attenuation of the electron beam through a gas beam (or static target) or

the deflection of the molecular beam crossed by an electron beam (recoil measurements)

as a function of electron energy is related to O'TO T (Eo). In some variations, time-of-flight

techniques are utilized to build up the full O'ToT(Eo) curve by observing the attenuation of

electrons distributed over a wide energy.

At very low impact energies again swarm measurements yield reliable total scattering
cross sections.

Resonances in Electron Scattering

Low-energy electron scattering processes are frequently dominated by resonances which

may cause the cross sections to change drastically with impact energy. The velocity of the

incoming electron at these energies is comparable to the velocities of the outer valence

electrons of the atom or molecule, and it is appropriate to treat the incident electron as

if it were temporarily attached, giving rise to a negative atomic or molecular ion. The

negative ion state exists for a time longer than the orbital period, and it has identifiable

properties. Although the concept of compound state formation has been widely utilized

in nuclear physics, it was discovered in electron scattering only about 15 years ago, and

became the subject of extensive studies only recently. (In a quantum mechanical picture,

an interference between the direct and resonance scattering amplitudes is responsible for

the drastic change of the cross section.)
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Remnant electron capture by molecules and subsequent dissociation of the molecules

into neutral or ionic species have been the subject of extensive studies in recent years. If

the resonance state is repulsive, dissociation may take place in competition with electron

detachment. If one atom (or fragment) has a positive electron affinity, a stable negative ion

fragment is formed (dissociative attachment), otherwise the products are neutral fragments

plus an electron.

Brief Summary of Cross Section Data

Recent reviews and summaries of available cross section data were published by Brand-

sen and McDowell (1978), Hayashi (1981), Trajmar et aI. (1983), Mark and Dunn (1984),

Christophorou (1984), Shimamura and Takayanagi (1984), Srivastava and Nguyen (1987),

McConkey et al. (1988), Heddle and Gallagher (1989), Shimamura (1989), Itikawa et al.

(1986), Itikawa and Ichimura (1989), Itikawa et al. (1989), Tawara et al. (1989), King et

aI. (1989). The situation can be briefly summarized as follows:

Atomic Species

For H and the rare gas atoms extensive sets of measured differential and integral cross

sections are available for elastic scattering and for excitation of the lowest states. Accurate

momentum transfer and total electron collision cross sections are also available from a few

tenths of an eV to few thousand eV impact energies. Surveys on these subjects have

been published by Brandsen and McDowell (1978), Hayashi (1981), Fabricant and Shpenic

(1988), Heddle and Gallagher (1989), Shimamura (1989) and King et at. (1989). The

very recent paper by Shimamura (1989) gives an up-to-date summary of total electron

scattering, momentum transfer, integral elastic, total excitation and metastable production

cross sections for H and the rare gas atoms.

Extensive measurements have now been reported for atomic oxygen by Shyn and Sharp

(1986), Shyn et al. (1986), Germany et al. (1987), Doering and Gulcicek (1989a and b) and

Williams and Allen (1989). The cross section data was reviewed by Itikawa and Ichimura

(1989). Measurements on C, N and S have been initiated (Doering and Dagdigian, 1989;

Doering, 1989).

Experimental data for the metal atoms are scarce. Most of the information is available

in the form of optical excitation functions and this subject was recently reviewed by Heddle

and Gallagher (1989). Electron collision measurements are mostly restricted to the alkali

atoms.

Ionization cross sections are availablefor allatomic species to a satisfactorydegree for

modelling purposes and they are summarized by Mark and munn (1984), Bell et al. (1983)

and Lennon et al. (1989a), and Freund et al. (1989).
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A summary of available experimental cross section data is given in Table I.

Table I. Summary of Experimental Atomic Excitation Cross Section Data

Species Elastic Excitation

H h

He h

Ne, Ar, Kr, Xe h

0 m

C, N, S,

Li, Na, K m

h

h

m

m

m

a M OTTO T Opt. _ION

h h h h

h h h h

h h m h

- - 1 h

- - - h

m h m h

h, m and 1 refer to high, medium and low degree of data avail-

ability. Opt. designates optical excitation functions.

Molecular Species

The molecules of principal interest for planetary atmospheres are: H2, CO, N2, 02,

H20, CO2, S02, CH4, NH3.

Elastic Scattering cross sections have been measured for all molecular species of

interest to us over a wide range of impact energies. It should be noted, however, that

the rotational excitation is not separated from elastic scattering in most of the works and

elastic scattering cross sections then represent the sum for these two processes.

Rotational excitation can be resolved with presently available techniques only for H2.

Unfolding of experimentally unresolved rotational structures was carried out for N2, CO,

H20 and CO2. At very low impact energies, integral rotational excitation cross sections

can be obtained from swarm measurements. For homonuclear diatomic molecules the

direct excitation is due to the polarizability or electric quadrupole moment of the molecule

and the AJ = -t-2(-t-4..) selection rule applies. For molecules with permanent dipole the

AJ = :t= 1 process dominates over many other processes. At low electron energies resonance

processes can greatly increase the rotational excitation cross sections.

Vibrational excitation is effectively achieved by low-energy electronsespecially

through resonance processes. Cross sections have been measured for all the diatomic

molecules of interest to us but gaps in the energy range persist and the coverage for 02 is

rather limited. In the case of the polatomic molecules, only C02 is reasonably well covered

and only very fragmentary or no information is available for other species.

Electronic state excitation cross sections for discrete states have been reported for

the diatomic molecules but only for a few states and over limited energy ranges. In most
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cases the low energy cross sections are scarce. N2 has been the most extensively studied

molecule. Some cross section data exists for SO2 and CH4 but practically nothing for H20

and CO2. Efforts are now in progress to extend the measurements to low energies but

progress is slow because of the dimculties encountered in handling low-energy electrons,

the break down of the Franck-Condon principle and the presence of resonance processes.

Excitations to continuum states lead to a large variety of dissociation processes (neutral

or charged fragments). When the dissociation products are charged or excited they can

be conveniently detected and integral cross sections can be directly measured. Most of

the experimental data falls in this category. For a review on optical measurements see

McConkey (1983). A more recent review on this subject would be timely. Measurements

on dissociation to neutral fragments are difficult. Winters (1966) and Winters et al. (1964)

applied a technique based on measurement of pressure changes (N2). Recently by Helm

and Cosby (1987) devised a fast neutral beam technique which was applied to CO, N2, 02

and CO2 by Cosby (1989).

Momentum transfer cross sections are available for all molecular species with good

accuracy over a very wide energy range from combined swarm and beam data and various

consistency checks. A comprehensive summary is given by Hayashi (1981).

Total electron scattering cross sections are also available with high accuracy over

a wide energy range for all molecular species (see Hayashi, 1981). These are the most

reliable cross sections and can serve for consistency checks on integral cross sections.

Total Ionization cross sections are available for all molecular species but the energy

range is much more limited and the accuracy of the data is much lower than in the case of

atoms. For summary of available data see Mark and Dunn (1984), Ehrhardt and Langer

(1987) and Lennon et al. (1989b). The situation is complicated by the fact that a large

number of ionization channels leading to various charged fragments, besides the parent

molecule ionization, are available. Information on partial and multiply differential cross

sections are fragmentmT.

The status of molecular cross section data is summarized in Table II.

Table II. Summary of Experimental Molecular Excitation Cross Section Data

Species Elastic

H2 h

CO h

N2 h

02 h

H20 h

CO_ h

Excitation

Rot. Vibr.

m h

(m) h

(m) h

- m

(m) m

(m) h

El. D. El. C.

m m

1 1

h m

h 1

- 1

- 1

a M O'TO T Opt. O'IO N

h h m h

h h m h

h h m h

h h m h

h h m m

h h m m
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h, m and 1 have the same meanings as in Table I. El. D.

and El. C. refer to electronic discrete and continuum state

excitations, respectively. Opt. refers to optical excitation
functions.

For SO2, CH4 and NH3 the cross section information is very fragmentary.

Summary and Future Prospects

The large body of electron collision data which is required for reliable modelling of

ionospheric behavior is not available at the present time and can not be expected to be

available from laboratory measurements alone in the foreseeable future. This is partly due

to experimental difficulties and partly to time and budgetary constraints.

The best approach to generate the necessary information is a joint experimen-

tal/theoretical attack. Laboratory measurements should supply benchmark data. Theory

checked against experimental data should be able to extend the energy ranges covered by

measurements and supply data in cases when measurements are very difficult or impossible

with present techniques. This approach should work well for atomic species. For molecules,

the situation becomes much more difficult as far as theoretical calculations are concerned

and even in the case of simple molecules theoretical methods and approximation will have

to be extensively checked against experiment before they can be trusted.

For completeness, it should be mentioned that the introduction of coincidence tech-

niques and the application of lasers (both for preparation of target species and for ana-

lyzing collision products) opened up new areas of electron collision physics. Investigation

of the fine details of the collision process is now possible, information about the complex

scattering amplitudes and their coherences can be obtained, and the measurements can be

extended to excited target species.
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OPTICAL SIGNATURES OF MOLECULAR PARTICLES VIA

MASS-SELECTED CLUSTER SPECTROSCOPY
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ABSTRACT

A new molecular beam apparatus has been developed to study optical

absorption in cold (< lOOK) atomic clusters and complexes produced by

their condensation with simple molecular gases. In this instrument,

ionized clusters produced in a laser vaporization nozzle source are mass

selected and studied with photodissociation spectroscopy at visible and

ultraviolet wavelengths. This new approach can be applied to synthesize

and characterize numerous particulates and weakly bound complexes expected

in planetary atmospheres and in comets.

INTRODUCTION

The extreme conditions present in the atmospheres of the inner and

outer planets produce an abundance of unusual chemical species, including

small molecular radicals and ions, in the presence of more common molecules

formed from the lighter elements. At the characteristic low temperatures

(< lOOK), condensation phenomena produce small elemental molecules (atomic

clusters) as well as neutral or ion-molecule complexes. Condensation

produces a distribution of particles ranging in size from molecules to

dust grains. In a dynamic interaction with condensation there are

photon-induced ionization and dissociation processes. The details of

these chemical and physical processes are critical to an understanding

of the formation and ongoing evolution of the solar system.
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Optical spectroscopy is a time honored method to study planetary

atmospheres, which can be accomplished from earth-based observatories

or from more direct probes such as the Voyagers or Galileo. However,

laboratory measurements are essential to aid in the assignment and

interpretation of atmospheric spectra. Unless these laboratory

measurements reproduce the extreme temperature and pressure conditions

in planetary atmospheres, it is impossible to generate the desired

molecules in the appropriate quantumlevels to replicate observed spectra.

Until recently, the required conditons could not be generated in the
laboratory. However, new molecular beam experiments, particularly those

in the interdisciplinary area of "cluster science," have made it possible

to produce a variety of atomic and molecular aggregates at ultracold

temperatures. When combined with new laser spectroscopy methods, the

optical absorption and photodissociation processes of these complexes

can be characterized. We describe here the applications and potential

of this new cluster beam technology for the study of molecular aggregates

important in planetary atmospheres. For ionized particles, these

experiments provide size selected optical spectra.

EXPERIMENTAL

The molecular beam apparatus for these experiments has been described

in the literature.i, 2 It employs laser vaporization of solid samples

in a pulsed supersonic expansion to produce a variety of atomic and/or

molecular clusters at temperatures of 50-I00K. This source produces

neutral and/or ionic atomic clusters of virtually any metal, semiconductor,

or non-metal material (MX, where X = 2-50). A modified version of the

source produces metal/molecular mixed complexes of the form M Ry where

M is a metal or semiconductor atom and R is a rare gas atom or small

molecule (e.g. AI+(C02)7). In principle, it is now possible to synthesize

virtually any atomic or molecular aggregate in this source. These

conditions are the closest laboratory approximation to those in outer

planetary atmospheres.
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Clusters or complexes produced in this source may condense directly

as ions or they may be ionized downstream with ultraviolet lasers. For

mass selected spectroscopy we use ions produced in the source which have

been supersonically expanded and are therefore internally cold. Mass

selection occurs in a reflectron time-of-flight spectrometer system

developed in our laboratory 2 and shown in Figure 1. Cold ions are

extracted from the molecular beam by pulsed acceleration voltages. They

are mass selected by their time-of-flight through an initial drift tube

section. Undesired ions are rejected, and the selected size transmitted,

with pulsed deflection plates located just before a reflection grid

assembly. The reflection assembly decelerates the selected ions with

an electric field. At the turning point in the ion trajectory a tunable

laser irradiates the ions. Photodissociation may occur if the incident

light is resonantly absorbed and if the one-or multiphoton energy exceeds

the threshold for dissociation. When dissociation occurs, parent and

fragment ions are mass analyzed in a second drift tube section. This

process identifies photodissociation products, while the depletion in

the parent ion channel provides a measure of the photodissociation cross

section. Dissociation spectra are recorded by monitoring the appearance

of a selected parent ion as a function of the dissociation laser energy.

Figure 2 shows an example of a new photodissociation spectrum for

the diatomic cation Te_ obtained with this instrument. 3 The features

shown are assigned to the vibrationally resolved A2R <-- X2Hg,½ electronic

transition, observed near 670 nm. Analysis of this spectrum yields the

ground and excited state vibrational frequencies (279 and 199 cm"1) and

the excited state anharmonicity (0.5 cm-1) and dissociation energy

(De = 2.27 eV). The cross section for photodissociation is approximately

1 x 10-18 cm 2. In principle, rotationally resolved spectra could be

obtained with this method using narrower bandwidth lasers and lighter

molecules. In addition to Te_, we have recently observed similar spectra,

Bi+
+

which are not yet completely assigned, for 2' Al and S2. Other

experiments in our laboratory have used fixed energy lasers to probe

product channels and dissociation cross sections for atomic clusters

of carbon, sulfur, silicon, aluminum and silver, and for metal/molecular

complexes of aluminum/benzene and aluminum/acetone.
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FUTURE EXPERIMENTS ON PLANETARY ATMOSPHERIC SPECIES

Ongoing and future experiments in our laboratory will focus on the

optical photodissociation spectra of carbon and sulfur atomic cluster

cations. There are existing fixed frequency data for carbon cluster

cations, but no spectra. 4 Except for our own recent data, there are

no photodissociation data for sulphur. Carbon clusters are expected

to be important in the formation of dust particles and ice grains in

environments such as cometary comas. Elemental molecules of sulfur are

expected in the atmosphere of Venus. Similar experiments will focus

on ion-molecule complexes of silicon or aluminum with light molecules

(e.g. AI+C2H2), with which are also likely constituents of cometary comas.
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STUDY OF POLYOXYMETHYLENE AND ITS SPUTTERED FRAGMENTS--

IMPLICATIONS FOR COMETS
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ABSTRACT

Laboratory mass spectra of sputtered polyoxymethylene, POM,

reveals a fragmentation pattern consistent with observed peaks in

the PICCA experiment on board the Giotto spacecraft. Both commer-

cially available POM and radiation synthesized POM have been used

in our studies. Synthesized POM was identified using infrared

absorption spectra after proton i/radiation of H2CO ice on

silicate grains at 2OK. Laboratory results suggest that similar

type sputtering is a possible mechanism for removing species from

comet grains.

INTRODUCTION

A complex line of evidence for a form of formaldehyde (H2CO)

in comet Halley came from the interpretation of data from the

PICCA instrument on board Giotto. In the inner coma a repeating

mass spectral pattern with peak centers at the approximate loca-

tions of 45, 61, 75, 91, 105, and 121 amu was detected. Mitchell

et al. I, Huebner and Boice _, and Huebner _ suggested the mass

spectrum could be fit with the fragmentation pattern of the

polymerized form of HaCO known generically as polyoxymethylene,

POM.

The idea that POM could be p_esent in cometary materials is

not new. Wickramasinghe4, s proposed that HaCO condenses on

interstellar silicate grains as polyoxymethylene and the possibil-

ity of this polymer in cometary dust was discussed by Vanysek and

Wickramasinghe 6. Laboratory experiments by Goldanskii et al. 7

showed that irradiation of condensed HaCO synthesiz#d polyoxymeth-

ylene to temperatures below 20K and Goldanskii e discussed the

possibility of similar radiation synthesis in ices in molecular

clouds. In our laboratory experiment radiation synthesized POM was

identified by its infrared absorption features.
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EXPERIMENTAL RESULTS

We have sputtered POM in vacuum at 300K using 700KEY protons

and recorded the mass spectrum. Fragments are observed at 45, 61,

75, 91, 105 121 and 135 amu and these results are compared with

the PICCA data in Figure 1. As shown in Table I, these peaks can

be assigned to the fragmentation products Of POM with an alternat'

ing CH3 or H end group. The 700KeV proton beam current was near

TABLE I: TENTATIVE ASSIGNMENT OF POM FRAGMENTATION PEAKS

m.../.,.e...IQ.N_ _.m/e_ Lo..N*

45 (H2CO)CH3

61 (H2CO)2H 60 (H_CO)2

75 (H_CO)2CH.3

91 ( H:,zCO ):3H 89 ( H2CO );,zHCO

105 (H2CO)aCH3

121 (H=CO)4H

135 (H2CO)4CH-3

I19

131&133

(H2CO):)HCO

unidentified

1.5xlO--Tamps (corresponding to 2xlO _I protons/cm2-sec). In

the region of mass 30 the quadrupole mass spectrometer was satu-

rated-and the resulting overlaid data in Figure l spanned more

than 3 log pressure scales in intensity. All data points had the

background subtracted automatically and were recorded using the

electron multiplier. A 70 eV electron ionizer voltage was used

for these experiments.

Sputtering of thin films of commercially available parafor-

maldehyde (a polyoxymethylene glycol) gave the same results as

sputtered POM synthesized in our laboratory. Other peaks recorded
i n our sputtered spectrum are listed in Table I and two can be

attributed to fragments of POM with an attached HCO group.

In contrast, using direct insertion techniques the mass

spectrum of solid polyoxymethylene glycol was analyzed by Moiler
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HGURE 1. The upper curve reproduces the mass spectrum measured by the PICCA inslrument on board

the GIOTTO spacecraft in the irme¢ coma of comet Halley. This is compared with our laboratory mass

spectrum of fragments produced during sputtering polyoxymethylene at300 K with 700 KeY protons.
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and 3ackson _. At 300K peaks were observed at 47, 61, 77, 91, 107,

121 amu, consistent with a fragmenting polymer with alternating H

and OH groups attached. The peaks do not fit the central peak

assignments of the PICCA spectrum but could contribute to its

width.

Figure 2A shows the infrared spectrum from 2.5um to 25um of

an amorphous silicate smoke. It's dominate SiO stretch feature is

near lOum, the SiO bend is near 21um. H2CO gas was condensed onto

this smoke at 20K and the resulting ice-silicate was irradiated

with 700KEY protons to a total incident dose of 1.5xi0 I_ pro-

tons/cm =. Polymerization of formaldehyde occurred at 20K and the

POM remained on the silicate when warmed to 30OK. The infrared

spectrum of the POM-silicate is shown in Figure 2B. The ratio

spectrum (POM-silicate/silicate) in Figure 2C reveals the major

absorptions of POM on silicate at 8.99um and lO.7um. This sample

was subsequently sputtered.

CONCLUSION

Our laboratory results suggest that sputtering of POM is a

possible origin of the peaks measured in the PICCA data. Sputter-

ins experiments in which solar wind type ions are used need to be

studied since 700KeV protons are not dominate in the inner coma.

Each PICCA peak appears to be composed of 3 or more closely spaced

masses z. Sputtering of POM may contribute to the peak, but other

processes such as sublimation may contribute to the width. Also

we suggest that other complex non-volatile organic residues may

exist on comets and fragments from these may be sputtered from

grains in the coma contributing to the observed data. The study

of sputtered fragments from other organic residues is currently

_under investigation.
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ABSTRACT

In order to get information about the influence of irradiation parameters

on radiolysis processes of astrophysical interest, methane gas targets were

irradiated with 6.5 MeV protons at a pressure of i bar and room temperature.

Yields of higher hydrocarbons like ethane or propane were found by analysis of

irradiated gas samples using gas chromatography. The handling of the proton

beam was of great experimental importance for determining the irradiation

parameters. In a series of experiments current density of the proton beam and

total absorbed energy were shown to have a large influence on the yields of

produced hydrocarbons. Mechanistic interpretations of the results are given

and conclusions are drawn with regard to the chemistry and the simulation of

various astrophysical systems.

To improve the understanding of the chemical evolution of planetary

atmospheres, many laboratory simulation experiments have been performed which

investigate the influence of UV and ionizing radiation on primitive gas

mixtures (for references seel). However, the physical conditions in the

laboratory simulations differ dramatically from those in the simulated systems:

e.g., the total irradiation time is many orders of magnitude lower and the flux

of ionizing radiation higher. Hence the aim of our investigations was to

evaluate the relevance of this latter irradiation parameter and to explain how

it influences the chemical reaction newtwork.

We irradiated stationary methane targets at room temperature and

atmospheric pressure with 6.5 MeV protons provided by a Tandem - Van de Graaff

accelerator. After irradiation the gas targets were analyzed through gas

chromatography for higher hydrocarbons like ethane or propane. In order to

define exactly the current density of the proton beam (which is proportional to

the particle flux), emphasis was given to the handling of the beam: many

steering and focusing elements as well as apertures were applied. Measurements
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of the current density distribution over the proton beam have shown that the

beam current was constant over the define cross section. Experimental details

are given in ref. (2).

Current density (power density) was varied between 0.026 #A/cm 2 (1.5

mW/cm 3) and 28.7 _A/cm 2 (1640 mW/cm3); to create the same total absorbed doses

the irradiated time was varied between i.i sec and 121 min. Strong

dependencies of the yield of produced hydrocarbons on the current density have

been found and these dependencies differ for different products 2.

To explain these results in terms of a chemical mechanism, one has to

consider the principal reaction pathway that leads to the formation of the

detected substances. The primary processes are ionizations and excitations of

the methane molecules by the high energy protons; this leads to the production

of various ions, radicals, and electrons, which itself may cause secondary

ionizations. These ions will undergo either ion-molecule reactions or

neutralizations. The final products are most likely produced in neutral

reactions.

The ion-molecule and neutral reactions can also be classified in another

way: some are reactions of reactive species (ions, radicals) with target

molecules (methane) like

H + CH 4 _ H 2 + CH 3 , (i)

some are reactions between two different reactive species, e.g.,

H + C2H 5 + M _ C2H 6 + M (2)

The latter reactions are certainly strongly dependent on the concentration of

reactive species and in concurrence to reactions of type (I). Hence it can be

stated that the concentration of reactive species (ions, radicals) has

considerable influence on the reactions that occur. This density of reactive

species is determined by the power density, which was a varied parameter in

our experiments. Because the reaction network is complex it is not surprising

that different substances show different dependencies of their yields on the

varied parameter.

The fluxes of ionizing radiation in the astrophysical systems to which our

results shall be applied, are generally very low: e.g., the flux of MeV

protons in the atmosphere of Titan is of the order of 106 cm-2sec-l; the

fluxes in our experiments are (1.6 • i0 II) cm-2sec -I to (1.8 • 1014 ) cm-2sec -I.

Hence our experimental conditions could perhaps better be applied to auroras or

lightening, where very high particle fluxes can occur.
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One consequence can be drawn from our experiments which is relevant to the

simulation of planetary atmospheres: In most laboratory experiments the

particle fluxes of ionizing radiation are by orders of magnitude higher than in

the planetary atmosphere. Thereby it seems possible to simulate, for example,

I000 years of the evolution of the planetary atmosphere within some hours in

the laboratory, as a similar total energy is deposited. But as our

investigations have shown, there are enormous differences in the yields of

products already in the small interval of particle flux examined in our

experiments. Hence the application of such simulations in a quantitative way

to the understanding of the planetary atmospheres is very difficult.

Re_ere_Ge$

IN.j. Sack, submitted to Earth, Moon and Planets (1989)

2N.j. Sack, R. Schuster, and A. Hofmann, submitted to the Astrophys. J. (1989)

3T. Scattergood, P. Lesser, and T. Owen, Nature 274, i00 (1975)

*Present Address:

Department of Nuclear Engineering and Engineering Physics

University of Virginia

Charlottesville, VA 22903-2442

413



 90-26783

PHOTON SPUTTERING OF H_O ICES: A PRELIMINARY REPORT

C.Y.ROBERT WU AND D.L. JUDGE

Space Sciences Center and Department of Physics

University of Southern California

Los Angeles, California 90089-1341

ABSTRACT

A prellminarymeasurement of the total yields of ejected ions and electrons

from H20 ices has been carried out using the He I 584A resonance line as the

incident photon beam. The H20 ices were prepared at 77K in an ultrahlghvacuum

system. The total yield of the ejected ion species and electrons was determined

to be 8.8xi0 -5 and 4.2xi0 -4, respectively.

INTRODUCTION

Sputtering of atoms and molecules from surfaces of cosmic materials is an

important process for mass transfer and evolution in a number of astronomical

environments, e.g., comets, asteroids, planetary satellites and rings. The

excitation sources for sputtering are primarily solar photons, the solar wind,

and magnetospherlc particles. Experiments on sputtering by energetic ions have

been carried out in several laboratories 1-6 and the results have been applied to

astrophysical problems. 7 However, this is not the case for solar photon

sputtering. In fact, there exists very limited data in the VUV-EUV region. 8

Current theories and model calculations assume that the solar photon energies

are directly converted into heat which controls the vaporization of the cosmic

materlal. 9'I° Mass loss due to photon sputtering has not been included since the

required data are not available.

We have initiated an experimental program to study solar photon sputtering

of molecular ices, such as H20 ice, NH 3 ice, SO 2 ice, CO 2 ice, etc., from the VUV

through the EUV region. The temperature for the ices will be chosen to simulate

realistic planetary conditions. We plan to measure the total photon sputtering

y_e_d which includes yields for producing ions and neutrals from molecular ices.

However, in the initial study we have only measured the total yield of ejected

ions and electrons from water ices at the He I 584A line.

J
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EXPERIMENTAL SETUP AND EXPERIMENTAL PROCEDURES

A schematic diggram of the experimental setup is depicted in Ffg.l.

Detailed diagrams of the photon flux monitor and the photon-water ice interaction

region are shown in Fig.2. The vacuum system consists of an isolation chamber

which is pumped by an 80_/s turbomolecular pump and an interaction chamber which

is pumped by a 25_/s VacIon pump. The base pressure of the vacuum system is

2xl0-STorr. A liquid nitrogen dewar system provides a cold finger at 77K which

is used for the preparation of water ices. The light source used in this

preliminary study was a DC glow discharge which was operated at the optimal

conditions for the He 1 584A line.

The photon flux monitor is made of a nickel mesh with 90% optical

transmission. The calibrated nickel mesh signal corresponds to 11.7 (±0.4)% of

the total photon flux. The photon flux can be constantly monitored in this way

since the mesh was permanently installed in the path of the incident photon beam.

The ion detector in the interaction region consists of an ion collector wire

maintained at a negative potential with respect to the cylindrical cell which

surrounds it. The detector has a unity collection efficiency when an appropriate

voltage has been applied and has previously been used in our laboratory. 11 This

ion detector can be used to detect electrons by simply reversing the voltage

polarity of the cylinder and the collector wire. The ion collector was mounted

on a bakable linear motion feedthrough. When the water ices were being prepared,

the ion detector was retracted to avoid water condensation on the detector

surfaces.

The high purity water was provided by Stohler Isotope Chemicals Company.

The deposition rate of water vapor onto a quartz substrate was kept constant by

immersing the water sample reservoir in an isopropanol-dry ice bath. A thick

(several _m) water ice sample was used in the present study.

RESULTS AND DISCUSSION

The electron current from the nickel mesh due to 584A photons is shown in

Fig.3a as a function of collector bias voltage. In the present work a bias

voltage of 80 volts in the plateau region was selected for the incident flux

measurements, giving an absolute value of 7.89xi0 I° photons/sec.

The ion and electron currents produced by 584A photon sputtering of water

ice at 77K are shown in Fig.3b. similar to the case of nickel mesh, the measured
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ion and electron currents approach a plateau at an applied voltage of ~ 70V.

The measured quantities at V-80 volts were used to determine the total yields

of ejected ions and electrons. As can be seen from Fig.3b, the ion and electron

currents are 1.2xlO -13 and 6.46xi0 -13 ampere, respectively. Knowing the absolute

incident photon flux, the total yields of ejected ions and electrons from photon

sputtering of H20 ice at 77K, at a photon wavelength of 584A, are found to be

8.8(+I.I)xi0 -5 and 4.2(+0.2)xi0 -4, respectively. The yield of ejected electrons

is about a factor of five larger than that of ejected ions. Thus, upon absorbing

a 584A photon the water ice is preferentially left with an excess "ion" after

ejection of an electron. The excited ro-vibronlc energy of those "ions" may,

however, convert into nuclear motion such that the surface binding energy can

be overcome resulting in the ejection of ions. In the present case, this

probability only amounts to 20%.

The absorption cross section 12 of H20 vapor at 584A is 2.18x10-17cm 2. If

we assume the absorption cross section of water ices is the same as that of

water vapor, then the ion sputtering cross section of water ices will be

1.9x10-21cm 2 at 584A.

CONCLUDING REMARKS

In this preliminary report we have demonstrated the feasibility of

measuring the total yield of ejected ions and electrons from photon sputtering

of water ice at the He 1 584A line. Similar measurements using the Nel 736/743_

lines and others are currently in progress in our laboratory. However, the most

difficult measurement will be the total yield of ejected neutral species which

can be many orders of magnitude higher 4 than that of the ejected ion species

reported here. We have plans to carry out such measurements from water ices

and other molecular ices at temperatures to be chosen to simulate realistic

planetary conditions.

4cknowledgment This work was supported by a University of Southern California

internal grant.
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SPECTROSCOPY - A PLENARY REVIEW

KENNETH FOX

The University of Tennessee, Department of Physics and Astronomy,
Knoxville, TN 37996-1200

ABSTRACT

This plenary review of laboratory research on spectroscopy relating to planetary

atmospheres will concentrate on the following aspects: science as presented in invited

and contributed papers, the importance of this science for planetary atmospheres,

and its status with regard to state-of-the-art techniques.

INTRODUCTION

The spectroscopic research reviewed here displays both distinctiveness and

connectedness. The spectral wavelengths cover a broad range. The scientific

problems of physics and chemistry addressed include states and conditions of

microscopic and macroscopic matter, as well as collisions and transformations among

them. There are significant interfaces between spectroscopy on the one hand and

chemical kinetics, thermodynamics, and charged-particle interactions on the other

hand.

REVIEW

Steffes presented an invited review on laboratory measurements of microwave

and millimeter-wave properties of constituents in planetary atmospheres. He noted

that accurate data is critical for the proper interpretation of radio observations of

occultations and continuum or spectral line emissions. He emphasized that

experiments under extreme conditions of temperature and pressure characteristic of

planetary atmospheres are required. Steffes reviewed instrumentation and

techniques for measuring refractivity and absorptivity of atmospheric gases and

condensates under planetary conditions simulated in the laboratory. He described

an approach to measuring the microwave absorptivity of gaseous sulfuric acid in a
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carbon dioxide atmosphere for studies of Venus. At millimeter wavelengths, the

atmospheric system of interest was a mixture of ammonia, hydrogen, and helium

relevant to studies of the atmospheres of the outer planets.

Steffes also alluded to several methods for the measurement of absorptivity and

refractivity of solids and liquids, equivalent to the measurement of their complex

dielectric constants. He noted that the Galileo mission carried a probe with a

microwave transmitter to penetrate deep into the atmosphere of Jupiter, creating an

opportunity to measure microwave absorption in dense clouds. In order to identify

surface constituents on Titan on the basis of their radar reflectivity, it would be

necessary to have measurements of their complex dielectric constants in the

laboratory.

Steffes described three techniques for the determination of complex dielectric

constants. In the first, measurements of refractivity and absorptivity result from

changes in bandwidths and spectral frequencies of resonances when resonators are

filled with liquids or solids. In the second, where resonances are totally attenuated,

materials are placed in an open-circuited coaxial line and a microwave network

analyzer measures the complex impedance. In the third, a monopole antenna is

placed in a tank containing the material, and its complex dielectric constant is

inferred from the change in complex impedance of the antenna from air to

immersion in the material.

An alternative approach would be to place a container of liquid material or a

slab of solid material on the surface of the flat mirror of a semiconfocal

Fabry-Perot resonator to infer a complex dielectric constant from measured changes

in resonant frequency and quality factor of the resonator. Steffes plans to utilize

this latter technique in laboratory measurements of millimeter-wave properties of

potential constituents of clouds on Venus and Jupiter.

Pickett reviewed high-resolution spectroscopy in the microwave and far-infrared

spectral regions. He noted that spectroscopy of rotational states in molecules is

central to remote sensing techniques in atmospheric sciences and astronomy. New

techniques have reached to wavelengths from twenty-five microns to two millimeters

and include harmonic generation of microwave sources, infrared laser

difference-frequency generation, laser sideband generation, and ultra-high-resolution

interferometers.

Technologies for high-resolution submillimeter and far-infrared instrumentation

are developing to be important for future planetary observations, with applications

in aircraft, balloons, and high-altitude observatories. These capabilities for
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measurements of planetary atmospheres require the acquisition of laboratory data

suitable for interpreting spectral transition frequencies, intensities, and profiles.

Harmonic generation, an established technique in the far infrared, has recently

been made more sensitive by illumination of a diode with microwave power and

detection of absorption with harmonics of the microwave source. The new

developments include replacement of contact diodes with monolithic Schottky diodes,

use of sensitive detectors cooled by liquid helium, and employment of dichroic plates

to filter out lower harmonics. These advances have facilitated laboratory studies of

molecular spectra such as that of ammonia at 1073 GHz.

Laser difference-frequency generation may be used to cover a broad range of

spectral wavelengths in segments of 100 MHz. The accuracy of measurements of

positions of spectral lines in the far infrared is limited to about 200 kHz. An

extension of coverage of spectral frequency is made possible by combining two

infrared photons with a microwave photon.

Laser sidebands were generated by mixing the fixed frequency of a far-infrared

laser with a microwave source. The goal of techniques developed by Pickett was to

produce a source with accuracy of 100 kHz and power adequate for sensitive

spectroscopic measurements. This laser had a very high measured power and a

frequency stability of better than 100 kHz per hour. Spectra of ammonia and

deuterated water vapor were obtained by this method.

Pickett noted a steady improvement in both user-constructed and commercial

interferometers for the far infrared. He indicated that while this technique is

limited in resolution by comparison with methods based on lasers, it is nevertheless

useful for surveys and for measurements of widths of spectral lines.

Pickett concluded his review with a brief discussion of techniques as to their

relative advantages and disadvantages, as well as aspects of their complementarity.

Jennings reviewed high-resolution spectroscopy of planetary molecules with diode

lasers and interferometers. The latter technique provides broad spectral coverage

and good calibration accuracy, while the former permits increased spectral resolution.

Jennings summarized the atmospheric molecular constituents of planets and

their moons in our solar system. He noted that Titan exhibits the greatest variety

of molecular features, including condensed phases of complex organics. Jennings

emphasized the interactions between observational astronomy and laboratory research

in which the complete interpretation of planetary spectra requires knowledge of

spectral line frequencies, strengths, and pressure-broadening coefficients as functions

of temperature. Astronomical observations included ethane in the atmosphere of
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Jupiter, using both a post-disperser coupled to an interferometric spectrometer at

the Kitt Peak four-meter telescope, and an infrared heterodyne receiver with a

carbon dioxide laser.

Continuing studies of high-resolution molecular spectra in the laboratory have

involved a variety of hydrocarbons. Methane, in particular, has been the subject of

systematic studies of spectral line frequencies, shifts, and broadening produced by

collisions with gases including helium, hydrogen, nitrogen, and argon.

A low-temperature sample cell has been designed, constructed, and operated at

temperatures between 50 and 300 K. This system has been utilized to produce

spectra of methane, ethylene, ethane, and propane.

Blass, Daunt, Peters, and Weber contributed descriptions of laboratory studies,

analyses, and interpretations of infrared spectra of cyanoacetylene, acetylene, and

other gaseous hydrocarbons present in planetary atmospheres. This research

combined broad-band interferometric spectra and narrow-band spectra obtained with

tunable diode lasers, together with some powerful computational techniques. _

Observations of the atmospheres of the outer planets and Titan by the

infrared interferometric spectrometer aboard the Voyager spacecraft motivated this

work. Fundamental vibrational-rotational transitions of cyanoacetylene have been

observed in the atmosphere of Titan. Blass et al. reported corresponding

experimental results at high resolution and high precision.

Acetylene is present in planetary atmospheres because of the photochemistry of

methane there. Understanding features of acetylene at high spectral resolution in

the laboratory is a prerequisite to quantitative analyses of the planetary spectra.

Several methods were employed to determine spectral line intensities.

Fraser, Pine, and Lafferty presented recent results on the laboratory

spectroscopy of van der Waals complexes containing carbon dioxide. These data

may be of use in modeling spectra of the atmospheres of Venus and Mars should

there be such species present there.

Fraser et al. utilized an optothermal spectrometer based on a color-center laser

to obtain sub-Doppler infrared spectra of dimers and trimers of pure carbon dioxide,

as well as dimers of the latter with the rare gases neon, argon, and krypton.

Moleular beams of these complexes were formed and then repeatedly crossed by the

laser beam. Spectra were recorded by monitoring the response of a bolometer,

cooled by liquid helium, as a function of spectral frequency of the laser. From the

deduced spectroscopic parameters, structures for these complexes have been inferred

and van der Waals vibrational frequencies have been estimated.
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Spilker has measured microwave spectra of gaseous mixtures of ammonia with

hydrogen and helium under conditions of temperatures and pressures relevant to the

atmosphere of Jupiter. Such laboratory studies are important to the interpretation

of radio astronomical and occultation data from the atmospheres of the outer

planets generally.

Spilker has developed a new theoretical formalism to predict ammonia

absorptivity over a significant range of conditions. He has utilized this theory for

temperatures from 210 to 320 K, total pressures from 1 to 8 atm, and spectral

frequencies from 9 to 18 GHz.

Suarez, Chackerian, Valero, and Tarrago reported new values for strengths and

broadening coefficients of rovibrational spectral lines of phosphine, deuterated

methane, and carbon dioxide. These results are significant for understanding the

compositions and dynamics of planetary atmospheres through the use of the

corresponding infrared observational astronomy at high spectral resolution.

Suarez et aI. measured spectra of phosphine at temperatures between 137 and

294 K in the pure gas and in mixtures with helium. These laboratory

measurements yielded broadening coefficients and l_ne intensities from which

transition dipole moments were deduced.

Studies of deuterated methane, observed in the atmospheres of the outer

planets, are important to understanding not only the formation of the solar system

but also the evolution of the cosmos. In order to obtain spectra amenable to

analysis, Suarez et al. measured line intensities at temperatures down to 80 K with

a high-resolution interferometric spectrometer. They also measured a dependence on

temperature of the broadening coefficient in pure carbon dioxide.

Suenram and Lovas have studied microwave spectra of dimers of water vapor

and other van der Waals complexes involving carbon dioxide, hydrogen sulfide,

nitrogen, carbon monoxide, sulfur dioxide, and ozone. These gaseous species may be

present in planetary atmospheres. Their spectra in the laboratory were measured

utilizing elements of an interferometric spectrometer, a Fabry-Perot microwave

cavity, and a pulsed molecular beam. This instrumentation yielded very narrow line

widths and highly accurate spectral line frequencies. Suenram and Lovas

summarized results from rotational analyses of weakly bound complexes containing

water vapor and/or carbon dioxide gas.

Varanasi presented new acetylene data measured with a tunable diode laser

spectrometer and a low-temperature absorption cell. Results in the infrared region

included absolute intensities and collision-broadened line widths. The latter were
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measured in mixtures with hydrogen, nitrogen, air, helium, and argon at

temperatures ranging from 145 to 294 K.

SUMMARY AND CONCLUSIONS

This plenary review has concentrated on those invited and contributed papers

within this author's ambit of interest and expertise. The other important and

relevant papers have been reviewed separately and independently.

A thread running through many of the invited and contributed papers on

spectroscopy has been the replication in the laboratory of conditions present in

planetary atmospheres. These conditions include a range of pressures which

implicates collisions among molecular and atomic gases, and a range of temperatures

from very low to very high relating to a variety of contexts such as the upper

atmosphere of Jupiter and the lower atmosphere of Venus, respectively.

There are significant challenges for spectroscopy appropriate to planetary

atmospheres. Measurements at the longer wavelengths remain difficult. The

application of low-temperature sample cells, even at the shorter wavelengths, is

advanced but not yet routine. A theoretical understanding of recent laboratory

measurements of phenomena affected by temperatures and pressures, which involves

the dynamics of collisions, is in progress.
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SPECTROSCOPY AND MOLECULAR DYNAMICS

JOHN E. ALLEN, JR.

NASA/Goddard Space Flight Center
Code 691

Greenbelt, Maryland 20771.

_TRODUCTION

Spectroscopic observations form a substantial portion of the data upon which our

understanding of planetary and cometary atmospheres is based. Historically, these

observations have been restricted by the transmission properties of the Earth's

atmosphere. However, the development of high-altitude and orbiting observatories as

well as planetary probes has removed this restriction so that the observational data

base now covers a significantly larger portion of the spectrum. New missions that

are in various stages of preparation or planning will provide more detailed

information in the traditional spectral regions and extend our capabilities to other

wavelengths. To be useful in expanding our knowledge of planetary atmospheres

and the processes at work in them, it is important that the observations be

properly interpreted. This is obvious enough to be axiomatic: an observation

without interpretation is just a picture. The necessary insight is provided by

models whose complexity and sophistication have increased as our observational

capabilities have improved. This trend is expected to continue with the deployment

of the Hubble Space Telescope, for example. Besides observational data, models are

critically dependent on the availability and quality of relevant laboratory information

on fundamental processes which is used as inputs to the model. Without these

laboratory data, assumptions must be made that can significantly affect the model

results. In fact this suggests a corollary to the axiom above: interpretation without

adequate, appropriate supporting data is at best a guess.

A viable, vigorous program in the planetary sciences-indeed in many scientific

endeavors undertaken by NASA-requires a proper blend of observations, modeling

and laboratory research. It is not uncommon for the level of effort expended and,

therefore, resource allocation to be viewed in the linear fashion described above, that

is, observations supported by models which are in turn based on laboratory data.

However, a relationship that produces a more dynamic, advantageous interaction is

illustrated in Fig. 1. Here there is active feedback from one aspect of the program

to another. The interplay between models and laboratory research is clear. Models

require as inputs certain chemical and physical properties of matter and radiation
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and the laboratories respond by supplying this information. Conversely, laboratory

measurements may uncover previously unrecognized facts that when incorporated in

the models change model predictions. The feedback between observations and

models is likewise apparent. Observations provide the data to be modeled and

reciprocally models may predict new features or processes to be observed. What is

less appreciated is the dynamic between observations and laboratory research.

Limits to observational capabilities often prompt laboratory development of new

instrumentation, whereas instruments or techniques developed initially for the

laboratory may be adapted for use in the field; that is, today's laboratory

instrument may well be tomorrow's flight instrument. In the following sections

research presented in several invited and contributed papers will be reviewed with

an emphasis on the interplay between laboratory research and observations or

models.

MODELS

LABORATORY
RESEARCH OBSERVATIONS

Figure 1: The relationships of components in a balanced

program.
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SPECTROSCOPY AND PHOTOCHEMISTRY

Molecular absorption in the ultraviolet (UV) and vacuum ultraviolet (VUV) can

result in a variety of processes including fluorescence or photodissociation and the

understanding of these processes at the microscopic level is vital to the study of

planetary atmospheres. For example, observations of fluorescence in these

wavelength regions provide an additional method by" which to identify trace

constituents, and chemical models are critically dependent on accurate measurements

of photodissociation parameters, since this process leads to the generation of radicals

that drive atmospheric chemistry. This points were made ]n the review by Judge

and Wu, who stressed the need for accurately determined absolute total cross

sections, absolute and specific cross sections for fragmentation products and the

branching ratios for these products. As Judge and Wu noted, progress in this area

has been facilitated by developments in experimental techniques and technology.

Besides the availability of user facilities such as synchrotrons, the advancement in

laser technology and techniques has had a significant impact on experiments in this

spectral region. With laser sources it is now possible to carry out UV and VUV

experiments in a conventional laboratory. Several examples of this were illustrated

in contributed papers. Using an excimer laser operating at 193 nm, Urdahl et al.

examined the photodissociation processes in C2H 2 that may be relevant to the

formation of cometary radicals; information such as this is critical to cometary

observations and models. Al_sorption of one photon produces the radical C2H and

absorption of a subsequent photon by C2H produces C 2 in a variety of states.

The C 2 radical was monitored by d_rect fluorescence detection and laser-induced

fluorescence. Since this dissociation is a two-step process, experiments of this type

were not possible before the advent of high-powered lasers. Barts et al. described a

laser-based experiment designed to characterize a recently discovered emission from

C2N 2 that may be used to observe this photochemically important molecule which

is present in the atmosphere of Titan. Combining these measurements with

absorption and photodissociation yield spectra, they were able to determine that

heat of formation of CN radicals, an important quantity for chemical models. Both

of these experiments used advances in photodetection and demonstrated the power

of fluorescence spectroscopy to probe final states, illustrating additional points also

made by Judge and Wu.
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A recurrent theme of the conference was the need for data obtained at

temperatures, pressures and relative abundances appropriate to planetary

atmospheres. Much of the data that is available has been taken at room

temperature and low pressures which are very different from conditions in planetary

atmospheres. Even this information is incomplete and data at other conditions are

virtually absent. Parameters at low temperatures cannot be accurately determined

by extrapolation of room temperature data, a point that was made in a number of

papers. Therefore, it is desirable to make laboratory measurements under the

conditions of the planetary atmosphere of interest, e.g., for Venus this may be at

high temperatures, while for the outer planets it is at low temperatures. In

response to this need Judge and Wu reported photoabsorption cross sections of

C2H 2 taken from 145 nm to 200 nm at 295 K and 155 K; the later temperature

corresponds to the C2H 2 absorbing level in the Jovian atmosphere. They found

that the low-temperature cross section values at the absorption peaks increased by

10% to 40%, whereas in the absorption valleys the cross section decreased by as

much as 30% in comparison to the measurements at 295 K. They also found that

the underlying continuum absorption also decreased somewhat.

As noted by Judge and Wu, requests for temperature-dependent absorption

cross sections of PH3, H2S, C2H 2, NH 3 and C2H s were made almost a decade ago

by observers who were using data from the International Ultraviolet Explorer to

model the albedos of Jupiter and Saturn. In collaboration with one of those

observers (Caldwell) the improved C2H 2 absorption data have been used to

reanalyze the UV spectrum of Saturn. This represents an excellent example of the

interplays among observations, models and laboratory research. In a contributed

paper on this subject, Caldwell et al. pointed out that these lower temperature

absorption coefficients are applicable to outer planet atmospheres and employed

them together with a new extraction technique to fit the observed albedo of Saturn.

The new model produced an albedo maximum at 250 nm in good agreement with

previous observational results from the Orbiting Astronomical Observatory; however,

there were some very interesting differences with previous models that used room

temperature absorption coefficients. Below 200 nm Caldwell et al. found that C2H 2

alone did not provide a good fit and an additional absorber was needed. Of the

species tried, H20 gave the best results; however, the required abundance of H20

was reduced by a factor of 2 from previous calculations as consequence of the use

of the low-temperature C2H 2 absorption coefficients. A discrepancy was noted near

160 nm which suggests that another gas may be present and AsH 3 was identified
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as a possible candidate, but as Caldwell et al. pointed out there is no relevant

laboratory data for this molecule. Verification of this suggestion awaits additional

laboratory work.

In a clever application of photoabsorption and coincidence counting techniques,

Judge and Wu have also measured the kinetic energy of fragments produced by the

photodissociation of H 2 which results in the production of an exited hydrogen atom,

a hydrogen ion and an electron. The kinetic energy of atomic fragments can be

substantial and therefore important in atmospheric processes. The experiments

reported for H 2 indicated that photodissociative ionization plays a role in the

nonthermal escape of H atoms from the Earth's atmosphere. Since H 2 is a larger

component of outer planet atmospheres, this mechanism may be even more

significant there. This then is an example of laboratory research identifying a

process that should be incorporated in the models, if these models are to be an

accurate representation of planetary atmospheres.

Sputtering of surfaces is an area of research that is crucial to our

understanding of various planetary bodies, yet there is very little information

available. This is particularly true for photon sputtering, as Judge and Wu

indicated. They have initiated experiments to address this problem and a

preliminary report on H20 ices was presented in a companion paper by Wu and

Judge. For a more detailed discussion of these results, and sputtering in general,

the reader is referred to the review by Lanzerotti. It is suffice to say here that

much laboratory work remains to be done in this area before an adequate data

base exists to guide the modeling of such phenomena as the processing of cometary

nuclei.

SPECTROSCOPY AND ENERGY TRANSFER

The word methane could have preceded the title to this section, since all of the

papers reviewed here deal with various aspects of this molecule. This emphasis is

not inappropriate, because methane (CH4) is the third most abundant molecule in

the atmospheres of the outer planets and their satellites. Across the spectrum,

observations of CH 4 features form the basis for much of our understanding of the

dynamics and chemistry of these atmospheres. The ro-vibrational spectroscopy of

methane in the infrared has been studied extensively using conventional techniques.
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However, some of the features that are regularly observed in planetary atmospheres

correspond to overtone-combination bands that lie in the visible to near infrared

and are intrinsically very weak. Likewise there are several properties of CH4, e.g.,

lack of a permanent dipole moment and spectral congestion, that make acquisition

of state-to-state information difficult. Data on energy transfer rates and mechanisms

are critical to the development of radiative transfer models or to the interpretation

of certain spectral features. As discussed in the previous section, it is important

that the information be obtained over the appropriate temperature, pressures range

and, in the case of collisional effects, composition.

To acquire this data, it is often necessary to develop or adapt innovative

techniques and this portion of the plenary review could have easily been

incorporated in the next section. In their invited talk Steinfeld et al. described

the principles of one technique, double-resonance spectroscopy, which is finding wider

application to problems in spectroscopy and energy transfer. In a typical

arrangement a laser pumps a molecule with sufficient energy to saturate a

transition. A second source, usually another laser, probes one of the two levels of

this transition; hence, it is also referred to as pump-probe spectroscopy. As

Steinfeld et al. pointed out, there are two schemes regularly employed and the

nature of the information obtained depends on the one used. For a three-level,

double-resonance experiment the pump-probe frequencies couple one energy level to

two other levels; this is used to simplify spectra. In the four-level version of the

experiment the pump and probe radiations excite two pairs of levels that do not

share a common level; however, one level in each pair is coupled by a collisional

relaxation process. This configuration then provides kinetic information and

propensity rules for inelastic collisions. To illustrate these points, Steinfeld et al.

discussed the application of the infrared double-resonance technique to the study of

=:::::spectra and energy transfer in several small ployatomic molecules-CH4, Sill 4 and

0 3 . Their measurements of the state-to-state rotational energy transfer for methane

were the first such determinations for a spherical-top molecule and permitted them

to develop an exponential energy-gap law to represent these rates. This level of

understanding should be particularly useful to modelers, since the experiments result

_: in an expression that can be used to predict rates that have yet to be measured.

In a related paper Halthore et al. Cited the lack of adequate measurements for

collisional relaxation times or energy transfer rates for the v 3 and _4 levels of CH 4

as an impediment to modeling the 7.8 #m emission feature observed in Jupiter's

stratosphere. In the absence of this data it is customary to assume that the
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system is in local thermodynamic equilibrium which may not be the case in that

environment. To provide these rates, Halthore et al. have undertaken a series of

experiments using the pulsed opto-acoustic technique. The data are being acquired

over ranges of temperature and pressure and with compositions that simulate

planetary atmospheres; consequently, the measurements can be incorporated directly

into the models.

Methane absorption bands in the visible and near infrared are major features

observed in the spectra of the outer planets and are used as diagnostic tools of

atmospheric processes. Despite their importance, interpretation of the observations

of these features has been hampered, again by a lack of laboratory data. This

dearth of information is due in part to difficulty in acquiring it. Since the

transitions are so weak, it is necessary to use long-pathlength cells or more sensitive

techniques. Using conventional techniques and long-path cells, Giver et al. have

acquired near-lnfrared spectra at temperatures from 106 K to 297 K and have

examined the relative merits of the Malkmus band and exponential sum models to

parameterize the spectra. Their conclusion is that the exponential sum model is

well suited for regions of strong absorptions, whereas the Malkmus model is more

appropriate in regions of weaker absorptions. They cautioned that the procedure

can be arbitrary unless care is taken. The weaker absorption features lend

themselves to the intracavity laser absorption method discussed by O'Brien and by

Lang and Allen. The technique is very sensitive which was demonstrated by Lang

and Allen, who applied it to the detection of ambient water vapor in a one-meter

path of laboratory air by monitoring weak H20 combination bands. O'Brien has

used the method to measure CH 4 absorption at 619 nm and 682 nm for several

different pressures and temperatures. The sensitivity of the technique relaxes

requirements on pathlength and cell size which facillitates temperature measurements.

As pointed out by O'Brien, the recent development of Ti:sapphire lasers makes it

possible to extend the useful spectral range of the technique to I #m. Continued

progress in the acquisition of temperature-dependent absorption data is crucial to an

understanding of the role of CH 4 in outer planet atmospheres.
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NEW TECHNIQUES FOR LABORATORY RESEARCH

In some cases the laboratory data that are needed can be obtained using

techniques that are by now considered conventional. An example of this was

described in a paper by Nava et al., who used resonance fluorescence-flash

photolysis to determine the rate constant for the reaction H ÷ GeH 4 which is

critical to an understanding of germane chemistry in the Jovian atmosphere. This

example also illustrates another point; the chemical compositions of planetary

atmospheres are significantly different from that of Earth and, consequently, the

chemistry involves the interaction of unusual constituents that can lead to the

production of unfamiliar species. In addition, as indicated in the previous section,

planetary atmospheres represent extremes in temperature and pressure that may

perturb the spectral signals of the species that are being monitored or can result in

unusual physical processes. For example, high pressure can give rise to line

broadening, line sifts or even induced transitions. The increase in our observational

and modeling capabilities and, therefore, our level of understanding of planetary

atmospheres requires that new laboratory techniques be developed to obtain the

needed data. These points were emphasized in a series of invited and contributed

papers that covered a variety of topics.

Two novel techniques designed to provide new or improved information in

photochemistry and chemical kinetics were described in an invited talk by Leone.

Coupling a photolysis source, e.g., a laser or flashlamp, and a commercial Fourier

transform infrared (FTIR) spectrometer, he has developed a method by which to

acquire time-resolved emission spectra of radicals. The technique is capable of

detecting 109 - 1011 molecules/cc and is therefore significantly more sensitive than

absorption methods. This reduces potential experimental complexities, since long

pathlengths or high concentrations are not required. The other technique,

time-resolved laser gain-versus-absorption, provides specific but complementary

information. Photodissociation can produce an admixture of ground-or excited-state

products that can be probed directly, in this case with a tunable, infrared,

color-center laser or a tunable, room-temperature, diode laser. By measuring the

temporal behavior of the probe laser gain-versus-absorption, Leone and his group

have been able to obtain very accurate quantum yields for excited state production.

The method has been applied to the dissociation of molecules containing halogen
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atoms and accuracies to • 2% for quantum yields have been achieved; this is an

order of magnitude improvement over previous determinations.

Fourier transform spectrometers are being applied to a variety of laboratory

research areas and in his talk Leone discussed several of these. As may be

surmised from the last section, the photochemistry of C2H 2 is important to an

understanding of outer-planet and perhaps cometary atmospheres. Using the

time-resolved FTIR emission method, Leone has investigated the infrared emission

spectrum of C2H formed from the photolysis of C2H 2 at 193 nm. Recall that this

is the intermediate step in the dissociation of C2H 2 reported by Urdahl et al. and

thus these experiments yield insight in the production of C 2 from C2H 2. Survey

scans of C2H by the FTIR method revealed strong infrared and near-infrared bands

associated with the (_2x) electronic state, information that is critical to

photochemical models and design of the next generation of observing instruments.

The power of the FTIR method in reaction kinetics was illustrated by the example

of Cl atoms reacting with the radical C2H 5. Both atom-radical reactions such as

this and radical-radical reactions are difficult to monitor using conventional

techniques, but can be studied using newer methods. The kinetics and products of

the reaction N + CH 3 and related reactions were reported by Nesbitt et al., who

studied them using the flow discharge-mass spectrometry method. Their results

have significant consequences for models of the atmospheres of Titan and Jupiter.

Because quantitative information for these types of reactions is critical to models of

planetary atmospheres, it is imperative that newer techniques like those employed by

Leone and Nesbitt et al. be developed and applied.

Recall that temperature-dependent studies are necessary for accurate modeling of

planetary atmospheres. Most of the apparatus described so far are well suited to

cover the upper portion of the required temperature range. In some cases, however,

it is desirable to achieve extremely low temperatures; this is critical for the study

of dimers. In a novel arrangement RiJhl and Vaida used an FTIR spectrometer

and laser-based resonance-enhanced multiphoton ionization (REMPI) in conjunction

with a free-jet expansion to acquire UV and VUV absorption and emission data for

molecules, radicals and clusters at very low temperatures. Compared to the best

conventional free-jet absorption techniques, they showed that the FTIR method is

fifteen times more sensitive with two orders of magnitude better spectral resolution.

Using the REMPI method which combines mass spectrometry and laser-induced

photoionization, they obtained spectral data for C10 produced in the dissociation of

C10 2. Since C10 is strongly predissociated, it is not possible to acquire this
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information by more conventional methods such as laser-induced fluorescence.

Another example of the usefulness of REMPI was presented in a paper by Johnson

and Hudgens, who discovered four new electronic states of NH and ND. The

photolysis of HN 3 produced NH in the metastable al_ state which was then

monitored using (2-1-1) REMPI and time-of-flight mass spectrometry; spectra were

acquired from 258 nm to 288 rim. These results demonstrate the utility of new

methods in monitoring molecules and states that do not lend themselves to

conventional techniques. This information may, however, be critical for an

understanding of important physical processes or the calculation of fundamental

parameters, e.g., cross sections, that are essential for photochemical models.

The use of new spectroscopic techniques to obtain more accurate,

temperature-dependent data is not confined to the areas of spectroscopy and

photochemistry, but includes thermodynamics as well. One example was discussed

by Steffes in his invited talk on microwave and millimeter-wave spectroscopy.

Models of observations of the Venutian atmosphere in this spectral region are

dependent on accurate laboratory measurements of absorption coefficients for various

molecules. In their efforts to supply this information for H2SO4, Steffes and his

coworkers were hampered by a lack of high-temperature vapor pressure and thermal

dissociation data for this molecule. To obtain this information, they adapted their

spectroscopic apparatus and developed a new measurement technique. Another

example was presented by Masterson et al., who developed a novel thin-film infrared

method for measuring vapor pressures at low temperatures. This effort was

undertaken in direct response to the needs of modelers, who were attempting to

interpret observations of the outer planets and their satellites. When used in

conjunction with conventional methods, it is possible to measure vapor pressures

over the temperature range appropriate to these bodies. Heretofore, these data did

not exist and modelers were forced to extrapolate available high-temperature data

using the Clasius-Clapeyron equation. However, as the experiments indicated, the

extrapolated values can differ by two orders of magnitude from the measured values.

The consequences of these new vapor pressure measurements for C2H 2 and C4H 2

were detailed in a paper by Romani. He noted that extrapolation of the previously

available vapor pressure data resulted in the model predicting no condensation in

the stratosphere of Saturn. In addition to uncertainties in vapor pressures, Romani

also discussed the effect that uncertainties in the chemistry can have on model

predictions. Again the need for temperature-dependent reaction-rate data was

stressed and the consequences of various Arrhenius based extrapolation routines
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discussed. Uncertainties in the chemistry such radicals as C2H can have an order

of magnitude effect on the predicted C4H2 haze production rate.

CONCLUSION

The invited and contributed papers that have been reviewed here are

representative of the breadth of laboratory activities that are necessary for a healthy

planetary atmosperes program: spectroscopy, chemical dynamics, photochemistry,

thermodynamics and technique development. A common theme throughout the

meeting was the need to acquire of this data for temperature and pressure ranges

and compositions that are appropriate to the atmosphere being studied. The

implications of relevant laboratory data for interpretation of observations was clearly

demonstrated in several papers that incorporated some of these data in models.

These later papers illustrated the interplay that was suggested in Fig. 1 and that is

essential for an in-depth understanding of planetary atmospheres.

In the course of the presentations a number of conclusions were drawn and

needs or new areas of research identified. For example, the laboratory spectroscopic

data are consistently less complete and lower in quality than the observational data,

especially in the UV and VUV spectral regions. This situation is apt to continue

with the deployment of sophisticated observatories such as Hubble Space Telescope

or the proposed Far Ultraviolet Spectroscopic Explorer. Because the laboratory data

are not often taken for conditions encountered in planetary or cometary

environments, the data that are available should be carefully considered before being

used in models. In some areas the laboratory data are almost nonexistent, due in

part to the difficulty in acquiring them. A particularly outstanding gap is the lack

of absorption and product channel data for free radicals and ions; this has a

profound impact on our ability to realistically model cometary comae. Similar

examples maybe cited for other areas: kinetics (hydrocarbon and nitrile

chemistries), molecular dynamics (nonLTE effects) and thermodynamics

(low-temperature vapor pressures).

A cohesive program in planetary atmospheres would benefit significantly, if there

were a central repository for laboratory data and a forum within which to evaluate

the data and identify areas for further work. The Ames newsletter provides the

spectroscopy community with some of these services; however, for kinetics,
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photochemistry or thermodynamics there is nothing comparable. A good example of

and effective effort in these later areas is the laboratory data evaluation panel in

the NASA Upper Atmosphere Program. Every two years the panel convenes to

evaluate the current data base; the information is then summarized in a report

that is used extensively by both modelers and laboratory investigators. Activities

such as these could easily be incorporated in the existing Planetary Data System.

Not only would this serve the planetary atmospheres program directly, but it would

have the additional benefit of providing researchers from other areas with a concise

summary of needs in planetary science. For example, except for the temperature

range of interest some of the reaction chemistry for the atmospheres of outer

planets is similar to that in combustion, chemical vapor deposition or terrestrial

atmosphere research. These are large programs with very active laboratory research

groups that with a little encouragement and easier access to requirements could

make meaningful contributions to planetary atmospheres.

Although it is by now a cliche, improvement in laboratory research will require

an increase in funding. These funds must be sufficient to provide upgrades in

equipment and personnel for existing investigators and attract investigators from

other areas, who by the nature of their research can add to the data base. In

addition, it is imperative that the allocated funds be protected from use for other

aspects of the program. At the conference it was announced the there would be an

augmentation to the budget for the upgrade of laboratory equipment; however, at

this time that money has been reprogrammed to support other areas. These

reprogrammings can have eventually dire consequences for research and analysis.

Recall from Fig. 1 that observations, models and laboratory research were related in

such a way that they formed a stable triangle. However, the current allocation of

funds and hence emphasis is quite different, as illustrated in Fig. 2. Research and

analysis, as represented by modeling and laboratory research, constitute a smaller

portion of the overall budget than flight programs. This is in part understandable

because of the expense associated with flight instruments. However, it must be

recognized that as it is presently constituted the program is unstable and continual

erosion of the research and analysis portion either by inflation or fund reallocations

can only exacerbate this instability. With the dramatic increase in data flow from

the new missions that are in progress or planned, it is not inconceivable that unless

this problem is addressed NASA could become just an archive for observational

data. The problem is particularly critical for planetary science, since NASA has
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historically been the sole provider for this area of research.

balanced program be formulated and implemented.

It is important that a

ACKNOWLEDGEMENTS

The author thanks Dr. L.J. Stief for his comments on the manuscript and

gratefully acknowledges support form the NASA Planetary Atmospheres Program.

441



IO.S..VAT,O.SI >' .ATU.ALy

CHEMICAL MODEL ]

LABORATORY MEASUREMENTS I

i
i

Figure i; The components of the Solar system exploration program.

444



atmospheric processes (chemistry and transport) incorporated in the chemical

model. The chemical model, however, simply incorporates a summary of possible

elementary chemical reactions. The model will not be able to reproduce observed at-

mospheric phenomena, even if the reaction set is correct, if some of the adopted re-

action parameters are inaccurate. Thus the laboratory measurement program is the

foundation of the model effort. Sometimes, as in the case of identifying the dominant

molecular components of cometary ices. the "observations" of parent species are ac-

tually the results of a chemical model 1,2, in which the useful information that can be

extracted is limited by the quality of the laboratory measurements available for in-

corporation in the chemical model.

LABORATORY MEASUREMENTS REQUIRED FOR CHEMICAL MODELS OF PLANETARY

ATMOSPHERE, S

In surveying the current state of chemical models, Yung and Fegley in their

respective review talks identified key chemical cycles for which laboratory mea-

surements are needed. Yung and Romani showed in the specific case of polyyne

chemistry the significant sensitivity of model results to the adopted/assumed input

parameter values. A vast amount of laboratory research is required to provide

chemical models with the parameters needed to attempt to simulate solar system

chemistry.

The full set of model parameters, for which laboratory measurements are nec-

essary, are summarized here by general type:

1) Collisional rate Constants.

a) TEMPERATURE DEPENDENCE. Typically values reported in the literature are for

room temperature. Moreover, hydrocarbon investigations, funded for combus-

tion research, tend to be at even higher temperatures. However, the peak in

hydrocarbon reaction rates occurs in the Jupiter atmosphere at 160 K and in the

Triton atmosphere at temperatures as C0ld as 38 K. Therefore laboratory inves-

tigations specifically ta_iored to the physica--1 cOnditions encountered in the so-

lar system are necessary. In particular, improved theoretical treatments, with

corroborating experimental data, of the general temperature dependence of re-

actions below -200 K are needed. How accurate are extrapolations to low tem-

peratures using the Arrhenius expression? When does quantum mechanical

tunneling become important?

b) PRESSURE DEPENDENCE. The formation of large molecules in planetary atmo-

spheres often is dominated by three-body recombination reactions. 3 The peak

formation level in the atmosphere is typically <1 mbar. However, again because

of the current sources of funding for kinetic measurements, available data are

often for pressures no smaller than a few mbar; frequently the pressures are so

large that only the high pressure limiting rate constant is reported.
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c) NATURE OF THIRD BODY IN RECOMBINATION REACTIONS. Rate constants reported in

the literature typically are from experiments utilizing inert gases for the back-

ground gas. The measured rate constant can vary quite significantly depending

on the identity of the buffer gas. However, in the various atmospheres in the

solar system, either H2, N2, or CO2 is the dominant constituent and, as such, there

is a need for rate constants measured specifically for these atmospheric com-

positions.

d) PRODUCT SPECIES. For many reactions for which the rate constants are measured

by monitoring the disappearance of a reactant, the identity of the product

species is only surmised (often the choice is quite logical). If two or more prod-

uct channels are energetically possible, the relative yields are rarely known,

and modelers typically assume, without real justification, a (democratic) equal

distribution among the possible outcomes.

e) HETEROGENEOUS PROCESSES. The level of sophistication of our understanding of

planetary atmospheres has evolved to the point that simply considering homo-

geneous gas-phase processes is not justified. We now know that, in solar system

atmospheres, atmosphere-surface and atmosphere-aerosol chemistry are impor-

tant determinants of gas-phase composition, surface chemical states, and aerosol

formation. While current catalysis research focuses on clean, well-character-

ized surfaces, the planetary context involves much more heterogeneous, amor-

phous surface and solid states. Both chemical interactions at the gas-solid inter-

face and below the surface (as in the case of processing in the interior of

aerosols) will need to be incorporated in future models.

2) Photocross-sections.

a) WAVELENGTH DEPENDENCE. The use of synchrotron light sources has allowed a

significant expansion of the wavelength range for which laboratory measure-

ments exist. The long-wavelength tail of the photodissociation spectrum, where

the cross-section values are rapidly decreasing, occurs for many molecular

species between 1300 and 3000 /_4. Since the solar flux increases by a factor of

105 from 1300 /_ to 3000 /_,5, the longest wavelength, smallest cross-section values

still may make a significant contribution to the total photodissociation rate co-

efficient. Consequently, additional experimental measurements longward of the

currently existing data are needed to allow more accurate calculations of key

photodissociation rate constants. Rarely available are any cross-sections for

transient species, which are crucial for modelling cometary coma species and

for the interpretation of many NASA-funded observations.

b) TEMPERATURE DEPENDENCE. See Judge and Wu and Caldwell et al. discussion

..... _n_a - later section_

c) PRODUCT YIELDS. The branching ratios for forming neutral and ion products as a

function of wavelength can be rarely found in the current literature. Partly

..... tills is a result of the limitations of available techniques for identifying and

quantifying product species. For some molecules, the relative neutral and ion

yields has been established and, for some species, the ion channels have been
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well characterized. The yields of specific neutral fragments, if measured, often

are only at specific wavelengths, introducing potentially large uncertainties

when models integrate over the full solar spectrum.

3) Ion-electron recombination rate constants.

a) TEMPERATURE DEPENDENCE. Ionized species are found throughout the solar sys-

tem in a wide range of physical conditions, such that electron temperatures

vary over several orders of magnitude.

b) PRODUCT YIELDS. There is much controversy surrounding the identity of the

products of one of the simplest recombination reactions (H3 + + e), and nothing

is known for most reactions involving more complex molecular ion species.

4) Electron-neutral collisional rate constants.

a) TEMPERATURE DEPENDENCE. See above discussion.

b) PRODUCT YIELDS. The formation of ionic and neutral species from electron-neu-

tral collisions may be important in cometary comae. 6

5) Vapor pressures.

Romani demonstrated that the profiles derived from model calculations of hy-

drocarbon formation and condensation are quite sensitive to the input vapor

pressure parameters. Laboratory measurements at the low temperature of

planetary atmospheres are quite limited.

NEW LABORATORY MEASUREMENTS

Several recent measurements of quantities important for chemical models of

solar system atmospheres were reported at the conference. These investigations il-

lustrate the character of laboratory studies that are most valuable for improving

chemical models.

The recombination of the CH 3 radical to form C2H 6 is central to our under-

standing the presence of C2H6 in outer solar system atmospheres. 3 Reported by

Gutman and Slagle, the measurement of the rate constant for this reaction as a

function of both temperature and pressure (in particular, quantifying the tempera-

ture dependence of the low pressure limit) is one of the few complete studies avail-

able for inclusion in chemical models. (The other complete study that comes to mind

is the measurement of the temperature and pressure dependence of rate constant for

H + C2H2 _ C2H3 .7)

Another important reaction in reducing atmospheres is the disproportionation

of C2H3 .3 Fahr et al, report the overall rate constant for this reaction and the

yields of the various product channels.

In the most recent model of Titan chemistry, 3 the CN bond is formed in the re-

action N + CH 3 (or CH2)_ HCN + H2 (or H), occurring predominantly in the upper at-

mosphere. The rate constants utilized probably reflected a multi-step reaction se-

quence that was poorly characterized, the few available laboratory measurements
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coming from the literature of the 1950's and 1970's. The temperature-dependent rate

constants for the reactions N + CH3 and N + H2CN reported by Nesbitt et al. permit

more accurate model simulations of nitrile chemistry in the planetary environment.

Characterization of the products of these reactions and measurement of yields are

still needed for inclusion in models.

The detections of GeH4 in the atmospheres of Jupiter 8 and Saturn 9 yield im-

portant insights to the coupling between chemistry and transport from the plane-

tary interiors. The reaction H + GeH4 plays an important role in controlling the

abundance of GeH4. As discussed by Nava et al., previous measurements of this re-

action rate constant vary by more than a factor of 200, so their new study (in agree-

ment with the lower of the two previous values) is of great importance for model de-

scriptions of GeH4 chemistry.

Few photocross-sections of hydrocarbon species are available for tempera-

tures close to what occur in outer solar system atmospheres. Judge and Wu and

Caldwell et al. showed how much the C2H2 photocross-sections changed from 295 K

to 155 K. Much more data of this kind are needed in order to develop precise models

of atmospheric processes.

It is well known that the quantum yield for photodec0mposition of C2H2 and

C2H4 is much less than unity. A channel identified only recently is the formation of

the transient species vinylidene, H2CC. Fahr et al. show that this is the dominant

product channel upon absorption of a photon. The subsequent chemistry of H2C C

may be important for outer solar system atmospheres.

The need for improved measurements of vapor pressures at the low tempera-

tures found in solar system atmospheres was presented above. Therefore, the results

for C2H2 reported by Masterson et al. are particularly valuable and demonstrate

the errors existing in older data and extrapolations from higher temperatures.

One laboratory measurement not normally considered in surveys of laboratory

studies of value for planetary atmosphere research is the molecular ion-electron re-

combination rate constant. These rate constants are quite important for modelling

the ion chemistry of cometary comae and inferring the abundances of the main

"parent" neutral species. 1 These parameters also are important for modelling the

ionospheres of planetary atmospheres. The cumulative body of laboratory results

(with associated temperature dependences) reported by Johnsen provide an impor-

tant input to chemical models. Needed in the very near future for interpretation of

in situ ion mass spectrometer data from the recent Giotto flyby of Comet Halley and

the upcoming Comet Rendezvous Asteroid Flyby (CRAF) mission are rate constants for

• electron recombination with large molecular ions.
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NEW EXPERIMENTAL TEL"HNIQUF.S

A number of laboratory studies were reported at this conference which

demonstrated new techniques that can be applied to measurements of parameters

needed by chemical models of planetary atmospheres. There are several important

reactions between atoms and/or radical molecular species in current chemical mod-

els; consequently the presentations of Gutman and Slagle, Fahr et al., and

Nesbitt et al. are quite significant. The precise measurement of a reaction rate

constant and quantification of the yields for different product channels are facili-

tated by monitoring the time-dependent disappearance of a radical reactant species

and/or the appearance of a transient product species. Various techniques were pre-

sented which offered different capabilities (often species-dependent) for such moni-

toring of the reaction environment: laser gain-vs-absorption spectroscopy and

Fourier Transform infrared emission, Leone; ultraviolet emission spectroscopy,

Barts et al.; photoionization mass spectrometry, Gutman and Slagle; resonance

enhanced multiphoton ionization, Johnson and Hudgens and Riihl and Vaida;

and multiphoton laser-induced fluorescence, Urdahl et aL

CONCLUSIONS: AN INDIVIDUAL PERSPECTIVE

As discussed earlier, the quality of chemical models of atmospheres in the solar

system is limited by the availability of relevant laboratory studies. Since solar system

atmospheres typically are quite different from normal laboratory environments,

novel techniques will be needed to make measurements of real use to chemical mod-

els. Various new laboratory techniques presented at this conference, when applied

to making specific measurements of rate constants and cross-sections, hold great

promise for expanding the knowledge base on which chemical models rest.

As illustrated by several of the presentations at this conference, the contribu-

tion of many laboratory groups currently funded by NASA is limited by the age of

their laboratory apparatus. The upcoming funding augmentation for upgrade of lab-

oratory equipment clearly will catalyze expanded studies by groups in the NASA pro-

gram. However, in addition to the many physical quantities for which no relevant

measurements exist, for too few of the most important parameters do more than one

measurement exist. As illustrated by the intensive laboratory program in support of

the NASA upper atmosphere research program, a quality data base that supports the

development of reliable chemical models requires the participation of many groups

employing a variety of experimental techniques to generate several, cross-checking,

measurements of the important model input parameters. To generate a similar effort

for the NASA planetary atmospheres program requires the involvement of additional

experimental groups beyond those currently funded by this program. Indeed, many

groups already funded by the NASA terrestrial atmosphere program or by other
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sources (combustion research, etc.) have the requisite sophisticated techniques for

obtaining the measurements required by solar system chemical models. The in-

volvement of these groups through NASA funding of salaries and supplies would ef-

fectively enhance the current laboratory program and clearly lead to better chemi-

cal models -- and understanding -- of atmospheres in the solar system.

The funded program of laboratory studies and chemical modelling of planetary

atmospheres also would be enhanced by better communication between laboratory

and modelling groups. Future International Conferences on Laboratory Research for

Planetary Atmospheres certainly will provide important opportunities for inter-

change among the participants. In addition, a NASA-sponsored electronic forum,

taking advantage of presently available technologies, can also facilitate the report-

ing of new laboratory results and inquiries from modelling groups for specifically-

desired data. The Ames spectroscopy newsletter currently provides such a service for

that discipline. An electronic forum could expand that interchange to all laboratory

disciplines and specifically facilitate the transfer of quantitative information, such

as new rate constants to be published and digitized tables of measured cross-sections.

Specific benefits to the modelling community include rapid acquisition of newly-

measured quantities (eliminating often a multiyear delay between journal submis-

sion and appearance of the journal issue in the local institutional library) and in a

form most useful for inclusion in chemical models. Existing archival efforts at NIST

(either Gaithersburg or JILA) might be effectively tapped to support the NASA labo-

ratory/modelling program.
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CHEMICAL THERMODYNAMICS: PLENARY REVIEW

BRUCE FEGLEY, JR.

Abteilung Kosmochemie, MaxoPlanck-lnstitut fdr Chemie (Otto Hahn Institut),
Saarstrasse 23, D-6500 Salnz, Federal Republic of Germany

ABSTRACT

The invited and contributed papers dealing with the applications of chemical

thermodynamics to planetary atmospheres research are briefly reviewed. The key

areas for future applications of chemical thermodynamics research to planetary

atmospheres are also described.

REVIEW

Khare and coworkers presented two papers on the optical constants of solid

methane and of kerogen. Methane is the most abundant molecule of carbon and

hydrogen in the outer solar system and a knowledge of its optical constants in the

solid are important for radiative transfer calculations, reflection spectra studies of

the surfaces of icy bodies, and for modeling emission in the far infrared and

microwave regions. Kerogen is a complex organic solid exemplified by the solvent

insoluble carbonaceous material in carbonaceous chondrites. It may also be related

to the dark materials observed on some asteroids and outer planet satellites.

Again knowledge of its optical constants throughout the visible and IR regions is

important for interpretation of spectroscopic data.

Masterson and colleagues presented laboratory measurements of the acetylene

C2H 2 vapor pressure at temperatures of 80 to 188 K. Acetylene is a phototysls

product of CH 4 and has been observed in the atmospheres of Jupiter, Saturn,

Uranus, Neptune, and Saturn's satellite Titan. Masterson's work extends the

literature data base to lower temperatures.

Thompson presented an interesting discussion of the application of solution

thermodynamics to multicomponent cryogenic systems such as the Ns-CH 4 and

CH4-CsH e systems believed to be important on Saturn's satellite Tit an. He gave a

brief introduction to the general thermodynamic concepts, a discussion of the

c0mpleteness of the existing data base in the literature, and examples of methods of

obtaining and evaluating low temperature vapor-liquid phase equilibrium data.
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Finally, in my invited paper I described the applications of chemical

thermodynamics and chemical kinetics to planetary atmospheres research during the

past four decades with an emphasis on chemical equilibrium models and

thermochemical kinetics. The need for laboratory measurements of kinetic data

important for thermochemical reactions was illustrated by discussing volatile

retention reactions in the solar nebula, atmosphere-surface interactions on Venus and

Mars, deep mixing in the atmospheres of the gas giant planets, and the origin of

the atmospheres of icy satellites.

RECOMMENDATIONS FOR FUTURE WORK

My recommendations for future applications of chemical thermodynamics to

planetary atmospheres research are given below. For convenience I have organized

this discussion on a planet by planet basis and thus a variety of different topics

entailing different types of measurements are discussed together in each section.

Venus

The abundance and vertical distribution of water vapor in the atmosphere of

Venus is a longstanding problem which is still incompletely understood. Lewis and

Grinspoon have recently proposed that carbonic acid gas H2CO 3 (H20 CO2)is an

important water vapor sink in the lower atmosphere of Venus. However essentially

no thermodynamic data are actually available for this compound (and the existence

of this species is also a matter of dispute). Spectroscopic measurements designed to

yield _nformation on=the molecular structure and spectroscopic constants are needed

to evaluate the thermodynamic properties of H2CO 3 using statistical mechanics.

These data can then be input into theoretical models of the water vapor abundance

and vertical profile in the Venus atmosphere.

Chemical interactions between hydrogen halide gases in the atmosphere of Venus

and halogen-bearing minerals on the surface of Venus have been proposed to

regulate or "buffer" the HC1 and HF atmospheric abundances. The proposed

chemical equilibrium models invoke equilibria between the gaseous hydrogen haiides

and simple halide salts (e.g., NaCI, CaF 2, etc.) which are probably unrealistic

constituents of the surface of Venus. More realistic equilibria would involve halogen
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bearing minerals such as chlorapatite Cas(PO4)sCl, sodalite Na4AlaSia012C1 and

marialite Na4[A1Si30s]sCI for which little or no thermodynamic data are available.

The necessary laboratory measurements involve low temperature heat capacity

measurements below 298 K, high temperature heat content measurements above 298

K, and enthalpy of formation measurements. The latter measurements can be done

by a variety of calorimetric techniques.

Earth and Mars

The origin of the D/H ratios on Earth (about 160 ppm) and Mars (about 6

times the terrestrial value according to observations by Owen and colleagues) is still

unexplained. The "cosmic" D/H value is only about 20 ppm and enhancement to

Earth-like values by homogeneous gas phase isotopic exchange (between HD and

H20 , etc.) in the solar nebula appears to be kinetically inhibited over the lifetime

of the solar nebula. Estimates of the rates of catalyzed isotopic exchange indicate

that the heterogeneous reactions are still too slow to have proceeded over the

lifetime of the nebula. Conventional wisdom is that the Earth-like values are

therefore due to the accretion of the icy materials (e.g., from comets) that are

already enriched in deuterium, perhaps as a result of ion-molecule exchange

reactions in the interstellar medium. However, no data are available on the rates

of D/H isotopic exchange catalyzed by either silicate or carbonaceous grains or on

possible isotopic exchange effects during organic compound synthesis by

Fischer-Tropsch-type (FTT) reactions. Both areas are actually at the interface

between thermodynamics and kinetics, but need to be investigated to help provide

the explanation for the terrestrial and Martian D/H values.

Gas Giant Planets

A wide variety of problems requiring new thermodynamic data can be identified

for the gas giant planets, and I will try to indicate this diversity with a few

examples.

Lewis originally proposed a trimodal condensation cloud structure of NHs(s ),

NH4SH(s), and aqueous solution/ice for Jupiter and Saturn. Although detailed

cloud condensation models have been calculated by several groups, we still do not
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have complete thermodynamic data for NH4SH(s), one of the three predicted cloud

condensates. What is needed in this case are low temperature heat capacity

measurements below 298 K, an enthalpy of formation, and vapor pressure data.

The heat capacity data will give us an absolute entropy and the Gibbs functions so

the vapor pressure data can be analyzed by both the second and third laws of

thermodynamics.

The apparent depletion of NH 3 in the 150 - 200 K region of the atmosphere of

Uranus by a factor of 100 - 200 times relative to the solar NHs/H 2 mixing ratio

has led to suggestions that NH 3 dissolution in aqueous solution clouds is responsible

for the depletion. However, this suggestion has been disputed by other investigators

who claim that the solubility of NH s in water is insufficient to account for the

observed depletion. Some of this controversy is due to the conflicting

thermodynamic data on NH 3 solubility used by the different investigators.

Furthermore, with the exception of one group who incorrectly extrapolated low

temperature solubility data to high temperatures, there has been no consideration of

the effects of H2S and other important solutes on the NH 3 solubility in the aqueous

solution clouds. What is needed here is a vapor-liquid equilibrium study of the

NHa-H2S-H20 ternary up to the critical point in order to determine the solubilities

and vapor pressures of the two solutes. Existing work on this ternary is too

limited in scope to be of use and cannot be reliably extrapolated outside the

experimental range.

Finally, the deep atmospheres of Uranus and Neptune may contain substantial

amounts of water which will form a supercritical fluid capable of dissolving many

"rocky" materials. For example, Kennedy and colleagues have reported that at the

upper critical endpoint of about 1353 K and 9.7 kb where SiO2-fluid-melt are in

equilibrium, the silica solubility reaches 750 grams per 1 kilogram of fluid. Such

behavior has important consequences for the partitioning of "rocky" elements such

as P, Ge and As between the interiors and atmospheres of the gas giant planets.

Suitably designed high pressure/high temperature phase equilibrium studies are

required to map out the behavior of abundant "rocky" materials such as forsterite

Mg2SiO 4, enstatite MgSi03, troilite FeS, etc. in equilibrium with supercritical

water. As a second step, it will also be important to consider the effects of solutes

such as NH 3 which Lewis has suggested may enhance the solubility of "rocky"

material.
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Satellites of the Outer Planets and Comets

Again a variety of topics that require new thermodynamic data come to mind.

The low temperature phase equilibrium studies described by Thompson are clearly

important for increasing our understanding of the outer planet satellites. Also, as

mentioned in my invited review, in many cases the existing thermodynamic data for

clathrates of cosmochemically important volatiles (CO, N2, CH4) are incomplete and

were obtained under pressure/temperature conditions more appropriate for

engineering applications than for the solar nebula. (However these thermodynamic

data must also be complemented by studies of the effects of solar UV photons and

charged particles on clathrate stabilitiesand chemical composition).

The origin of the clark material, presumably organic material on some outer

planet satellitesand (if Halley is typical) on comets also is an important problem

which is not receiving the attention it deserves. Organic material on outer solar

system bodies (and indeed organic material accreted by the Earth) may have been

formed from nebular CO and H 2 via Fischer-Tropsch-type (FTT) reactions which

are heterogeneous reactions catalyzed by Fe-bearing materials. These reactions were

extensively studied by Anders and colleagues 20 years ago when they synthesized

complex organic compounds analogous to those in carbonaceous chondrites. However

further experimental studies of FTT reactions have not been pursued since that

time. What is needed are quantitative laboratory studies of product yields, product

distribution, and formation rates as a function of parameters such as temperature,

H 2 pressure, H2]CO ratio, catalyst type and treatment, etc. These studies have

potential applications in many areas of planetary science.
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CHARGED PARTICLE INTERACTIONS

L. J. LANZEROTTI

AT&T Bell Laboratories, Murray Hill, NJ 07974

INTRODUCTION

Studies of the interactions of charged particles with gaseous and solid surfaces have

long been associated with the national space research program. The directions and

emphases of the laboratory research have changed with time as the space research

efforts have evolved. A major area of laboratory investigation has been the

determination of the cross sections for light emission of Earth's atmospheric gases

under bombardment by electrons and ions with energies characteristic of those in the

magnetosphere. The obvious objective has been to obtain an understanding of auroral

processes. During the years of detailed analyses of lunar materials returned to the

Earth, laboratory studies of the erosion and implantation rates of ions into the lunar

regolith was intensely pursued. Studies of the influences of ultraviolet photon fluxes

on gases and solids has also been actively pursued.

Charged particles are ubiquitous in the solar wind and in the magnetospheres of

the planets, as are the photon fluxes from the sun and from distant stars. As such, it

is mandatory that experiments be carried out in order to understand the influences of

the radiations on solar system gaseous and solid materials.

A schematic illustration of some of the processes resulting from the stopping of

electron and ion fluxes in materials is shown in Fig. 1. Protons, heavier ions, and

electrons can produce physical modifications in the material as well as act as a

"catalysis", producing chemical changes on the surface and in the interor bulk of the

material. The physical modifications include the ejection of electrons and other

surface materials from the impacted object. The higher the energy of the incident

charged particle, the deeper is the penetration of the primary particle into the

material, and thus the deeper can be the modification of the material.

The ejection of electrons and ions from surfaces occurs by electronic processes, in

the case of electron, photon, and high energy ions, while lower energy (order few keV

and lower) ions can produce ejection by nuclear processes. The modification and

injection processes depend upon the energies of the incident radiation, the nature of

the material exposed to the radiation, and the temperature (in the case of ices) of the

material. For example, for protons incident on stainless steel, the sputtering yield Y

(the number of ejected particles per incident ion) has a peak value of _ 10 -2 at an

incident ion energy of --_ 1 keV. At _ 1 MeV, Y---10 -4. This sputtering occurs by

nuclear collisions and can be calculated from first principles. About a decade ago, it

was discovered that for insulating materials like ices, which can comprise grain

materials, and many of the satellites of the outer planets, Y is of the order of one for

Me-V-energy ions and can reach values as large as 102 to 10 3 for incident heavy ions.

In this case, the sputtering occurs by electronic processes and is, as yet, not calculable

from first principles for a given target material and incident ion.
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The importance of sputtering and modification of solid materials for planetary

atmospheres arises because such radiation-affected materials can be incorporated into

the matter which constitutes existing planetary and satellite atmospheres; further, the

sputtered matter from a satellite can constitute a portion, or all, of a satellite's

atmosphere. (In addition, there are significant planetary "geological" interests in the

modifications of surfaces that can occur from particle interactions with the material

itself.)

SOLID SURFACES

In this conference, the processes by which charged particles can affect solid surfaces

was reviewed by Boring, who also presented a overview of the variety of laboratory

data which have been assembled over the last decade. Boring showed that, while a

great deal of information exists related to radiation effects on the distinctive ices in the

solar system, much work remains to be done in assembling a larger empirical data base

of sputtering yields and modification rates and in producing predictive theoretical

physical and chemical models.

In addition to the sputtering of surfaces by charged particles, photons, as noted

above, can also produce erosion of materials. Little data exist related to the erosion

rates of water ice (the primary constituent of many of the satellites of the outer solar

system) by incident ultraviolet photon fluxes. At this meeting, some preliminary work

on the studies of the erosion of water ice by incident ultraviolet photons was reported

by Wu and Judge. They find that the erosion rate for producing H20 + is of the order

of 10 -4 , and that the injection rate for electrons from water ice is of the order of

4X 10 -4. The experimental capability for detecting the sputtered neutral water atoms

does not as yet exist. However, from studies of the charged particle erosion of water

ice, it can reasonably be expected that the yield of neutrals is of the order 10 3 to 10 4

(or perhaps even more) times the erosion rate for the water ions. While this laboratory

study is just beginning, the potential importance of these results for the outer planets,

particularly for the satellites of Saturn and the ring materials, including the E ring, is

great.

Another contributed paper related to the effects of charged particles on solid

materials was presented by Moore. She investigated the mass spectrum eroded by

Mev-energy protons incident on polyoxymethylene (POM) material. She found peaks
in the mass spectra very similar to those seen in ions measured by the PICCA

instrument on the Soviet Vega spacecraft. The total erosion rate of the POM material

has not as yet been measured in order to conclude at what solar radial distance the

competition between erosion from solar heating and erosion by charged particles tilts

to one or the other process as a dominant mechanism.

An interesting juxtaposition at the meeting was the discussion by Boring of the

alterations of icy materials by ions and the discussion by Fegley of the Fisher-Tropsch

(F-T) synthesis process on the surfaces of materials, particularly grains. Fegley is

interested in the F-T process because grains with products synthesized in the early

solar system could become the constituents of the satellites and atmospheres of the

outer planets. Considerable discussion centered on the requirements, in many cases,

for very clean surfaces for this synthesis process to occur. The very clean surfaces

employed in laboratory experiments contrasts sharply with the probably dirty and
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irregular surfaces in the interplanetary and interstellar media. An interesting issue in
the discussion was that the synthesis can significantly slow after a surface becomes
covered with the newly-synthesized material. The question then arises as to whether
ion-induced catalysis on surfaces and in the bulk of material might become more
relevant than the Fisher-Tropsch synthesis after a surface becomes covered and less
able to provide the necessary conditions for the F-T process. These discussions
brought out clearly that an understanding of the relevant rates for photon- and ion-
induced catalysis effects is very much needed, particularly the relative importances of
the two radiation sources in the distant solar system as well as in the early solar
nebula. Now that measurementson the Voyager and Pioneer spacecraft have provided
the relevant ion fluxes, such comparisons can be done for the present conditions in the
solar system.

Another discussion at the meeting concerned the existence or not of clathrates in
some of the solar system ices and in the grain materials which comprise comets, icy
satellites, and atmospheresof the planets. Furthermore, there are important questions
as to the survivability of clathrate structures under radiation bombardment. The
"trapping" of methane and other gasesin water cagescould have been of Considerable
importance in the early evolution of the solar system. However, given the near 100%
probability that ices condensedin the early solar nebula in a seaof plasma, would the
formation of clathrates have been possible? In particular, what would the relative
rates of formation to destruction of clathrates be in the solar wind of the early solar
nebula? A final, most basic, question involves how good the models are for the
physical characteristics of the early solar system, in particular the photon and plasma
fluxes? What can be learned about possible fluxes from studies of similar G-type stars
and stellar winds in the galaxy?

PARTICLE-GAS INTERACTIONS

Trajmar presented a review of the present status of electron impact spectroscopy.
He discussedexperimental techniques related to electron impact spectroscopic studies
of atomic targets and provides in his paper extensive references to laboratory data
containing cross-section information for a variety of electron interaction effects. He
points out that similar studies of molecular targets largely do not exist and are very
complicated. This is an area of laboratory investigation that needs much further
pursuit.

Studies of the optical signatures of clusters by use of laser beam techniques was
presented in a contributed paper by Duncan. He pointed out that important future
work in cluster studies involves the useof photons for the excitation and dissociation,
since studies of carbon clusters are important in astrophysical environments. Duncan's

paper raises interesting questions that have begun to intrigue planetary and

astrophysics researchers: that is, how large does a carbon cluster or silicate cluster

: havet0become before a material can be treated as a bulk material, and therefore a

"grain"? It was pointed out in the discussion that even as many as 104 carbon atoms,

which produce Bulk behavior, can actually exist in a "cube" of small facial dimensions.

Hence, studies of carbon clusters and their stability under particle and photon

radiation, as well as their optical signatures under possible dissociation processes, can

be important for astrophysics.
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Another particle-gas experimental result was contributed by Sack, who studied the
effects of 6.5 MeV protons on methane gas at one bar pressure and at ambient
temperatures to produce molecular species. The primary purpose of this study was to
examine the influences of high ionization densities on atomic processesby pointing out
the differences that might occur in laboratory experiments, with high radiation fluxes,
and the actual situation in astronomical regimes where the particles fluxes can be
substantially less intense and collective effects are not important. Sack points out that
his work can perhaps be relevant for studies of auroral atmosphere conditions.

SUMMARY

Two review papers and four contributed papers were devoted to laboratory studies
of photon and charged particle interactions with matter. In addition, one of the
review papers by Fegley addressedthe issue of catalysis processeson surfacesand their
possible importance for planetary atmospheres and satellite materials. The review and
contributed papers raised a number of interesting and important questions relevant to
the role of charged particle and photon interactions with solar system materials and
pointed out the areas where substantially improved, new, and additional
measurements are required in order to gain an understanding of planetary observations
and to provide constraints for theoretical modelling. It is expected that in the next
few years many additional insights will be obtained from laboratory measurements of

radiation interactions with matter.
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APPENDIX ONE: SPASE REPORT





FOREWORD

In the Spring of 1987, the NASA Planetary Atmospheres Management Operations Working Group
(PAMOWG) created a Subgroup on Strategies for Planetary Atmospheres Exploration (SPASE) which was
charged with the task of identifying and documenting appropriate areas for augmentation within the Planetary
Atmospheres Program. Specifically, SPASE was asked to identify that area of atmospheres research where the

need for additional support is particularly urgent, given the present status of the field and of current and planned
NASA programs in planetary science.

After much deliberation, the SPASE group concluded that the area of research most in need of
augmented support is that of laboratory measurements. The priority of this area is viewed as particularly timely
in the interim period between launches of new planetary spacecraft, since it considers the need for laboratory-
aided interpretation of existing data sets and anticipates observations from Hubble Space Telescope (HST),
Galileo, Magellan, Mars Observer, and the CRAF/Cassini spacecraft. Laboratory studies form one element
of the four essential components of a strong planetary program. These four elements are: flight missions, ground
based and earth orbital astronomy, laboratory research, and data analysis and numerical modelling. The
unanimous view of SPASE is that, in order to maintain a vigorous program in planetary atmospheres research,
additional support is urgently needed for both upgrades in laboratory equipment and growth in human resources.

This document presents examples of the kinds of laboratory work identified by SPASE which could lead
to notable advances in specific areas of planetary atmospheres research. It is estimated that a level of effort of
at least $2M/yr, supporting on the order of 15 laboratory investigations, together with regular topical meetings
or conference sessions, could lead to an effective revitallzat[oh of this area of research. A suggested plan for
implementing a planetary atmospheres laboratory program of this scope is given in this report following a
discussion of illustrative science objectives of the proposed initiative. These examples are not intended to be
inclusive nor to represent a prioritization, and may include references to published work without formal
acknowledgement in the interest of brevity.
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I. INTRODUCI_ON AND OVERVIEW

A. Science Goals

The overall goal of planetary science is to learn about the current state of the solar system and to try
to understand its formation and evolution. What physical events led to its formation? How did it and its
constituents - planets, atmospheres, satellites, rings - evolve from their primitive states to their present
conditions? What can comets tell us about the early history of the solar system? What will this tell us about
the existence of other solar systems? What can we learn about the future habitability of our home, the Earth,
as it responds to natural and anthropogenically influenced evolutionary processes?

The study of planetary atmospheres is a vital component of this more general research program.
NASA's Solar System Exploration Committee (SSEC) has recognized this point in its 1983 report "Planetary
Exploration Through the Year 2000-A Core Program'. That document lists as primary objectives:

For Venus -

For Mars -

For comets -

For Jupiter -

Determining "the composition and concentrations of the various photochemically active gases
in the 65-135 km altitude region" and investigating "the physical and chemical interaction of the
surface with the atmosphere and the composition and formation of atmospheric aerosols"
Determining "the distribution, abundance, sources, and sinks of volatile material, including an
assessment of the biological potential of the Martian environment now and during past epochs";
establishing the nature of "the interaction of the surface material with the atmosphere and
radiation environment"; and exploring "the structure and the general circulation of the Martian
atmosphere"
Determining "the processes that govern the composition and structure of cometary atmospheres"
Determining "the chemical composition and physical state of its atmosphere"

while the atmospheres of Saturn and its satellite Titan are identified as major targets for our next phase of
planetary exploration.

In each of these areas and others selected for emphasis in planetary research and mission planning,
supporting laboratory studies are required to glean meaningful information from both spacecraft and ground-
based measurements.

B. The Problem

There are important areas of planetary atmospheres research where further progress is severely
constrained by lack of supporting laboratory data. Some of these areas are identified in this report. These
include: studies of the chemical and thermodynamic stability of the gases that m_e up planetary and satellite
atmospheres (particularly with regard to trace constituents and ionospheric properties which relate to the
atmosphere and external influences from sun, solar wind and magnetosphere); studies relating to chemical
kinetics, in particular of reaction rates relevant to planetary atmospheres; studies related to the interpretation
of the broadvariety of spectral data from planetary observations (e.g., high resolution spectra of methane at short
wavelengths, and photon spectra of dimers and molecular complexes); and research on the optical and physical
properties of condensate aerosols for probing the giant planets.

_. The $o]ution ...........

We suggest a broadened program of laboratory investigations, including experiments in chemical kinetics,
photon and electron spectroscopy, and thermodynamics to fill these important data gaps. This program requires
both tools (such as temperature-variable and high pressure absorption gas cells and light sources), and the
essential manpower levels of effort for effective use of these tools. An implementation plan is proposed in the
final section of this document.

II. PROGRAM OBJECTIVE_

Examples of scientific objectives in planetary atmospheres research for the outer planets, terrestrial
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planets,andcometswhich are particularly in need of laboratory studies are outlined here, together with
descriptions of the laboratory work required to address those needs.

A. Quter planets

Jupiter, Saturn, Uranus and Neptune are gaseous down to altitudes where the pressure is 10,000 bars
or greater. Their present atmospheric compositions represent the initial endowment of elements, which reflects
both solar abundances and enrichment processes which occurred during planetary formation. The enrichment
of carbon in the atmospheres of the giant planets, as well as the enhanced heavy element abundances inferred
from gravitational moment data, suggests that these bodies formed by accretion of solid cores, followed by
gravitational collapse of gas onto these cores and perhaps additional infall of cometary debris.

A number of specific questions concerning the formation of the giant planets can be addressed through
observations of their present properties. What is their complete atmospheric inventory of molecules and atoms?
The answer ties the inferred heavy element cores to identified atmospheric molecular species. What are the
structure and dynamics of the clouds in the Jovian planet atmospheres? This question bears on the abundance
of major spedes and on the mechanisms for heat transport through the regions of these planets which are
observable. The diurnal and seasonal effects of sunlight on the planets' energy budgets are revealed most clearly
through cloud properties. What is the composition of the upper atmosphere and what physical and
photochemical processes are occurring there? This information is required to understand exogenic effects which
may affect our interpretation of the internal processes in these planets and our understanding of their internal
energy balance.

There are also a number of special scientific problems connected with the satellites of the giant planets
which are by-products of the formation of the planets themselves. The large icy satellites may have retained most
of their original volatile inventories (e.g., methane and nitrogen), and display a range of physi_ and chemical
processes resulting from the presence of these species. Characterization of the volatile inventories of satellites
such as Titan and Triton constrains models of the environment in which they formed and, hence, conditions
during the time of giant planet formation. An understanding of the physics and chemistry of atmospheric haze
and cloud structures is required to do this, as well as to quantify the seasonal and long-term evolution of the
climates on these bodies.

Most of what we know about the giant planet atmospheres is inferred from the interpretation of
observations taken with a broad spectrum of remote-sensing techniques, including (ultraviolet, visible, and
infrared) spectroscopy and imaging, radiometry, passive radio observations, and radio occultations. As high
qfiality observations from spacecraft have become available, the need for laborat0ry daia tO support their
interpretation has become essential. Occasionally, the planetary data are far superior to the quality of the
laboratory data used to analyze them. This situation is likely to become more acute as highly sophisticated (high
spectral and spatial resolution) observations are carried out by experiments connected with new missions such
as the Hubble Space Telescope, Mars Observer, Galileo, and CRAF/Cassini as well as from the ground.

Interpretati0h 0fhfrarecl, visible and ultraviolet spectra requires high-resolution laboratory spectroscopic
data acquired at temperatures and pressures appropriate to solar system atmospheres. Thermodynamic and
kinetic data are requ'_ed to interpret abundance measurements in terms Of _ical and thermochemical
processes in atmospheres. Likewise, ionospheric measurements can only be understood correctly when rates and
quantum yields Of si_cant reactions have been measured under environmental conditions similar to those
encountered in planetary atmospheres. The following subsections describe examples of laboratory experiments
and data that are needed for the interpretation of state-of-the-art observations of the atmospheres of the giant
planets ..................

1. Thermodvnamical Measurements

Knowledge of the nature of the hazes and of the abundance and stability of methane is crucial for
understanding the atmospheric thermal structure on the giant planets. To interpret Voyager photopolarimetry
and imaging data properly, saturation vapor pressure measurements of hydrocarbons are required at the low
temperatures prevalent in the tropospheres and stratospheres of these planets. The vapor pressure measurements
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of the gases need to be carried out not only in equilibrium with their parent ices or liquids, but also in the
presence of other gaseous and condensed constituents.

In the tropospheres of the giant planets, interpretation of ground-based and spacecraft observations of
condensates of ammonia, ammonium hydrosulfide, hydrogen sulfide, ammonia hydrates, and water depends upon
accurate information on vapor pressures and, more generally, on the solid-liquid-vapor phase diagrams of these
various substances. Such interpretations include, for example, the inversion of cloud density profiles to derive
abundances of the molecular species and to probe convective processes in the troposphere. In turn, these
inferences bear on the fundamental issues of elemental abundances and mechanisms of energy transport in the
giant planets and place constraints on models of the origin and evolution of these major bodies of the solar
system.

In the case of Uranus and Neptune, the presence of an aqueous ocean below a hydrogen-dominated
atmosphere requires accurate thermodynamic data on water-hydrogen mixtures at high pressures. Condensation
of constituents in the form of clouds or hazes is not limited to Uranus and Neptune, but is equally relevant to
Titan and perhaps to Triton and Pluto where compounds also undergo condensation. Much of the
thermodynamic data at the appropriate environmental conditions for the nitrogen-methane, ethane-methane,
nitrogen-ethane-methane and nitrogen-methane-noble gas systems are either lacking or are highly uncertain.
Proper interpretation of ground-based radio observations, and planned Cassini probe investigations of the
atmosphere and surface of Titan, depend on these data. The same may be true for upcoming Voyager
investigations of Triton.

The more specific thermodynamic investigations mentioned in the following paragraphs are selected to
give an indication of the type of laboratory experiments which must be performed to fully utilize planetary data
on condensing volatile materials in the outer solar system.

a) Phase relationships in the nitrogen-sulfur system

In the tropospheres of the giant planets, certain volatile spedes are predicted to condense at high
altitudes. Roughly coincident with the upper portion of the predicted water cloud region is a region of ammonium
hydrosulfide condensate. This ammonium-hydrosulfide cloud is important for three reasons: (1) it is an indicator
of the sulfur abundance in Jupiter and Saturn; (2) it is a possible sink for ammonia (which is inferred to be below
the solar abundance based on radio observations); and (3) it is an additional source of cloud material in a region
which is often regarded as being occupied solely by water douds. The last point is critical, because the extent
of water clouds in the Jovian troposphere tells us about the elemental oxygen abundance in Jupiter's interior,
as well as modes of convection in the troposphere.

Accurate prediction of the extent of the hydrnsuUide cloud depends on knowing the vapor pressure in
equilibrium with the cloud particles. In this case the necessary quantity is the free energy of formation of
ammonium hydrosulfide condensate from gaseous ammonia and hydrogen sulfide. Experimental and theoretical
estimates of the free energy vary by a factor of 3, leading to an uncertainty of a factor of 10 in the vapor
pressure. This uncertainty will be the limiting factor in analysis and interpretation of Galileo probe data on this
cloud region. Interpretation of Galileo probe data with more accurate thermodynamic information would lead
to an understanding of the sulfur abundance and of the composition and structure of cloud layers in this
complicated region of the troposphere. Accurate thermodynamic measurements would also provide key

=supporting data for determination of the elemental nitrogen abundance, the true extent of the water cloud, and
hence the elemental oxygen abundance. These are key inputs to models of the origin and interior evolution of
the giant planets.

What is needed is an experiment to measure the free energy of formation of ammonium hydrosulfide
under Jovian temperature and pressure conditions and, more generally, to determine the thermodynamic
properties of mixtures of nitrogen-, sulfur-, and oxygen-bearing molecules under conditions similar to those in
the Jovian troposphere. Experiments on the thermodynamics of water-ammonia systems under Jovian conditions
are also required to determine accurately the vapor pressures over the liquid solutions and the solid hydrates of
ammonia.
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b) Phase equilibria in the methane-nitroCen-ethane system

The troposphere of Titan is characterized by a modest greenhouse effect driven by nitrogen, methane,
and hydrogen gases. Additionally, saturation of methane is predicted at an altitude several kilometers above
Titan's surface, and the resulting clouds are predicted to incorporate nitrogen as solution droplets. Closer to the
tropopause, solid methane clouds are predicted as the temperature falls below the liquidus for this binary system.
The temperatures over which thermodynamic conditions are favorable for cloud formation range from 70 to 90
K; vapor pressures over this range vary by orders of magnitude. It is easy to see that without appropriate
laboratory investigations of the solid-llquid-vapor system, the utility of information obtained by both the Cassini
probe and ground-based measurements of Titan's atmosphere will be limited.

Models of the surface of Titan predict the presence of an ethane-methane-nitrogen ocean. The ocean
and atmosphere are tightly coupled; hence changes in ocean composition change the thermal balance and
composition of Titan's atmosphere. The thermodynamics of the ternary system are sufficiently uncertain that
they limit the accuracy of models of the evolution of Titan's atmosphere and surface. Uncertainties include
mixing in the liquid state and vapor pressures over the liquid and solid-liquid portion of this phase diagram.
Understanding of each of these aspects is essential in constructing models of the coupled evolution of Titan's
surface and atmosphere, as methane photolysis changes the ocean composition through time. Moreover, the
surface of Neptune's satellite Triton may contain both methane and nitrogen _ condemed form. _Accurate
understanding of the phase relationships in these systems at low temperature (< 60 K) is essential for modeling
the surface and atmospheric properties from Voyager and ground-based data. The thermodynamic experiment
results reported in the literature may not be applicable because they have been affected by very slow approaches
to equilibrium (metastability), particularly at lower temperatures. With tha]_-fiderstand_mg, hew experiments
which measure the solid-liqnid, liquid-vapor, and solid-vapor equilibria in the binary and ternary systems of
nitrogen, methane, and ethane under conditions appropr[a_0 the surfa_.s and at_res of Titafi, Triton,
and Pluto need to be carried out. Similarly, the roles of other cryogenic condensates, such _ Car-I_ndioxide,
carbon monoxide, and noble gases, which may also be present on these outer planet sate_tes, must be
determined with additional thermodynamic data on mixing and solubility in an appropriate environment.

2. Sl_ectroscopic Measuremel_ts

Among other_gs, spectroscopic observations tell us that theeatmospheres of the Outer planets and
some of their satellites are abundant in gaseous methane. The availability of visible overtone spectra of this
constituent at low temperatures, over long paths, and at high resolution, ultimately determines our ability to
understand clouds and hazes on Jupiter, Saturn, Uranus, Neptune, and Titan. Another example where
spectroscopy plays a key role is in determining the surface state (gas, liquid and/or solid) of methane on Triton
and Pluto, which is poorly known because of incomplete laboratory data on the near'infr_ed spectra of
condensed phases. There is a strong need for low-temperate (60-200 K) da_ta. Yet another example is that
of acetylene, which is the strongest absorber on Jupiter and Saturn, andprobably on Uranus and Neptune, and
plays an important role in the formation of aerosols in their respective atmospheres. Data at sufficiently low
temperatures for the ultraviolet spectral region, corresponding to the high resolution capabilities of the Hobble
Space Telescope, are not presently available. In some cases, appropriate laboratory facilities for the relevant
experiments may exist, but the necessary data must be secured. Because spectroscopy encompasses such a wide
range of observational techniques and scientific problems, it is worthwhile to org_ the remainder of this
discussion according to the wavelength ranges, .....

a) Ultraviolet spectroscopy

Wi_ the "tmminen(laun_h of thl_ Hubbie _ Telescope, planetary spectra below 200 nm wavelength,
with spectral resolution from 1_ to 10% S/N greater than 100, and spatial resolution of order I arc sec,
routinely be available. These spectra will be at_ gn-o_ei 0f fii_fU_ft_/in each of the_char-_cte--/i/ti_s
than those obtained with the International Ultraviolet Explorer, for which existing laboratory data are only
marginally adequate. To compound the problem, many gases of interest may have "hot bands" that influence
room-temperature spectra, but are unimportant at temperatures of planetary interest (150K). Existing laboratory
spectra are all at room temperature.
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Improved laboratory ultraviolet spectra will be essential in investigations of the stability of methane on
the outer planets. Methane is destroyed in outer planet atmospheres by solar ultraviolet photons and charged
particles, yet this important trace gas is apparently quite stable. This stability can be studied by investigating the
abundance and distribution of methane's photolysis products. A prominent product is C,_I-I_,which dominates
the absorption spectra of Jupiter and Saturn below 200 nm. In principal, information off b_th the abundance
and altitude distributions of C:_I 2 is contained in the planetary spectra, but our ability to interpret this
information is severely limited b_' tile inadequacy of the laboratory data. In particular, since C_H 2 is known to
be one of those constituents having low-lying energy lewis which produce infrared "hot Bands" at room
temperature, a low temperature facility is required for the relevant experiments.

Laboratory spectra are also required to permit the identification of other gases which may be present
in much smaller amounts on the outer planets, such as C_I4, C3H 4 and C4H 2. Spectra of these constituents
have similar but not identical band structure. C6H6, which rs present at Jupiter's poles, has characteristic spectral
features near 180 nm. In addition to providing quantitative information on CH 4 stability, these trace molecules
are important for understanding the formation of stratospheric polymer hazes (such as polyacetylenes) in the
dgiantplanets' stratospheres. While C:p__2 is regarded as the most probable precursor to planetary haze particles,

etermining the relative abundances of'large molecules such as C4H2(which is linear) and C6H6 (which is a
ring) is necessary for understanding the microphysical processes by which the polymers form."

Another gas which is important for understanding processes in the atmospheres of the outer planets is
CO, which has been detected on Jupiter and Saturn by near-infrared spectroscopy. (CO is also highlighted in
a later section on chemical kinetics experients.) Because the continuum opacity in the near-infrared wavelength
region is relatively weak, the inferred abundance refers to an integrated line-of-sight down to the troposphere.
It is therefore difficult to derive more than a crude vertical distribution of CO from near infrared data.

Knowledge of the vertical distribution of CO is important because there are two possible sources for CO
on both planets: internal and external. The external sources include reactions of ionized carbon and oxygen from
planetary rings and satellites with neutral atmospheric species. The internal source is upward mixing from the
interior. By differentiating between these sources, one can deduce information about non-equilibrium chemistry
of the upper atmospheres of the Jovian planets and the efficiency of the vertical mixing processes from the
interior. The vertical mixing effidency has important implications for the entire cloud and haze structure and
for the chemical composition of the troposphere. An unambiguous measurement of the stratospheric mixing ratio
of CO would clearly distinguish between the alternate models for its source. If it were clear that the
concentration in the stratosphere was greater than at lower altitude (as determined from infrared observations),
the external source would be indicated.

Ultraviolet planetary spectra are naturally limited to the stratosphere by continuum Rayleigh scattering,
which has a 1 4 cross-section dependence. Furthermore, CO has a distinctive spectral signature, the Cameron
b_ds, near 200 ran wavelength, that is strong enough to reveal mixing ratios of order 10" in HST data.
Unfortunately, the best laboratory spectra have insuffident spectral resolution and no information on line-
broadening by H2as opposed to serf-broadening by CO. Quantitative interpretation of ultraviolet HST spectral
observations, wire the objective of establishing the CO vertical distribution on Jupiter and Saturn, thus will
require new laboratory data.

b) Near-infrared spectroscopy

Spectroscopic observations of the outer solar system objects, Triton and Pluto, have revealed the
presence of methane on both, and possibly nitrogen on Triton. Our knowledge of the state of methane on the
surfaces of these bodies reties largely on observations of absorption bands in the near-IR. Analysis of the shapes
of these bands can potentially tell us how much methane (or nitrogen) is in gaseous form, what the particle size
of the condensed species is, whether liquid is present, and whether different phases are physically and/or
chemically mixed. The Voyager Triton encounter in 1989 will provide complementary data, but will only
indirectly address the question of how much methane is in the condensed or gaseous phase and how much
nitrogen is present. Such analyses are hindered by lack of comprehensive laboratory data for these materials at
the appropriate temperatures (40-70K) and in various phases (gas, liquid, solid, free�coarse grained, mixed/pure).
Moderate resolution (AA/I_1000) spectra in the near IR (1-5 microns) of mixed and pure candidate surface
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materials need to be obtained. Facilities exist, but their cryogenics capabilities require upgrading.

c) Far-IR/microwave s_ctroscopy

The thermal balance of volatile-rich objects in the outer solar system may be determined by non-polar
or weakly-polar materials such as methane, nitrogen and carbon monoxide. These materials may have low
emissivities in the far-IR region of the spectrum, where the Planck function peaks for Triton and Pluto, and so
significantly raise the surface temperature determined by thermalization with incoming sunlight. Some work has
been done on this problem for liquid methane, but there is little information on its solid phases. A laboratory
study is needed to determine the far-IR and microwave spectra of condensed methane and nitrogen at low to
moderate spectral resolution, from which we could calculate the thermal emissivity of these materials at very low
(< 60K) temperatures for application to physical models"of the surfaces of Triton and Pluto.

A related problem which could also benefit from such a study is the spatial distribution of condensed
phases of N2, CH, t and also C:J_ on the surface of Titan. Global models for condensates on Titan admit the
possibility flint the condensat_ kre not uniformly distributed over the surface. Throughout most of the
electromagnetic spectrum, Titan's atmosphere is sufficiently opaque that it is impossible to observe the surface
directly from space. However, in the far-IR and microwave regions, the opacity greatly decreases, and a
significant fraction of the net emission to space, as measured by Voyager or by the VIA, comes from the_surface.
If there are lateral variations in composition, with consequent variations in thermal emissivity, then a microwave
sounder flying past Titan could record surface features. A microwave sounder is included in the Cassini orbiter
model payload.

d_LVisible overtone snectrosconv

High-resolution spectra of the vibration-rotational overtone bands of methane at visible wavelengths have
been observed in the atmospheres of Jupiter, Saturn, Uranus, and Neptune. In Jupiter and Saturn, analyses of
such bands provide detailed information on the structure and thickness of the ammonia cloud layer in the upper
troposphere, since this layer strongly affects the radiative transfer in these bands. For Uranus and Neptune, the
data allow the methane abundance to be derived above and below the methane cloud deck.

In order to analyze such data properly, the band and individ_ line strengths and shapes m_t_be known
at temperatures and pressures appropriate to the atmospheres being observed. This information is not currently
available to the extent required by the planetary community. Uncertainties in the absorption band strength and
shape for the CH,t translate into poor fits between methane observations and models of haze structure in the
upper Jovian troposphere. Advances in this area require the measurement of spectra of the visible and near-
IR overtone structure of gaseous methane at high resolution (0.1 cm "1) and low tem_rature (-70K) for a range
of methane and hydrogen pressures. With the addition of such measurements on N2, laboratory data _ also
be used to analyze the haze structure in Titan's stratosphere for which the methane data are available.

3. Chemical Kinetics

Kn0wiedge of reaction pathways, rate constants, and quantum yields is critical to our understanding of
the composition of the atmospheres of the giant planets and those 0f Titan and Tri_n. The giant planet
atmospheres are tom between the thermaUy-induced drive toward thermodynamic equlh_bi'ium at great depths
and the photochemically-induced drive toward disequilibrium in their uppermost regions. We have not yet been
able to observe the chemical consequences of these competing influences, although this situation will be remedied
to some degree for Jupiter by the forthcoming Galileo Probe. Clearly, if we are to take full advantage of this
mission, it will be necessary to understand as much as possible about the kinetics of photochemical and
thermodynamical processes operating in the Jovian atmosphere. Titan's photochemistry is also of interest
because Titan is often identified as a natural laboratory for studying some hi" fl_ piiof_-m|c.al pr_ _at
may have been important in the atmosphere of the primitive Earth. Relevant chemical data is to be collected
by the Titan probe on the planned Cassini mission. Following is a list of several more specific examples of
planetary atmospheres investigations to which additional laboratory kinetic data would contribute significantly.
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a) Hydr0carbon vhotochemistrv on Titan

Klthough the bulk of Titan's substantial atmosphere consists of Ng, the most important gas from. a
photochemical standpoint is CH 4. The photochemistry of CH_ begins either with direct photolysis at wavelengtm
shorter than 1600 A or with reactions with C2 and C:_I raaicals produced from photolysis of C2H2. These
processes result in the production of reactive radicals which interact chemically with each other and with other
gases in Titan's atmosphere to produce a wide variety of higher hydrocarbons. This organic synthesis process
is considered to have at least two important consequences for the evolution and current state of Titan's
atmosphere. One of these reactions is hypothesized to have converted a substantial fraction of Titan's original
methane endowment into ethane. It has even been suggested that the surface of Titan is covered by an ethane
ocean produced in this manner. Other reactions are known to lead to the formation of polyacetylenes. Such
compounds are considered as possible precursors to the particles that constitute haze layers on Titan, Jupiter
and Saturn. Although the general nature of this hydrocarbon chemistry is known, the details of the reactions
involved are often poorly understood. It is especially important to understand the influence of a dominant
background gas, such as N2 for Titan and H2 for Jupiter and Saturn, on reactions such as the one above.
Chemical kinetics laborator_ experiments are capable of providing such information.

A.n additional category of hydrocarbon reactions that require further study involves interactions with
oxidizing radicals such as O and OH. The application here is mainly to the atmosphere of early Earth. Would
the presence of oxidizing radicals have short-circuited particle formation, or would the early Earth, like Titan,
have been enveloped in photochemical smog? The atmosphere during the Archean era (3.8 to 2.5 b.y. ago) may
well have been low in O, but rich in methane as a result of the activities of methanogens. The photochemistry
of such an atmosphere v_ould probably have been dominated by reactions of methane and its by-products with
O and OH radicals produced from photolysis of CO 2 and H20. Some of these reactions are known from
combustion studies, but many still require laboratory gnalysis.

b) CO - CI-I_ interconversion

Carbon monoxide is known to be present in the troposphere of Jupiter and Saturn. Its relatively high
abundance is much greater than that which would be expected to prevail at thermodynamic equilibrium. Since
there are not enough oxidizing radicals in the troposphere to produce this CO from CH 4, CO must be
transported upward from high-temperature regions deep within Jupiter's atmosphere. The presence of CO in

the troposphere impfies that the rate of vertical transport exceeds the rate at which. CO can. be reduced to CH4
by H 2 or other reducing species. The rate of vertical mixing could therefore be inferred if one understood the
kinetics of the reduction process. The major pathway is thought to involve a reaction of formaldehyde with
molecular hydrogen. Unfortunately, the relevant reaction rates and pathways are not well known. The currently
ns_d rate constant gives an implied vertical eddy diffusion coeffident K for the deep Jovian troposphere that is
.10J times greater than the eddy diffusion coefficient in Earth's troposphere. Such a value is consistent with the
value needed to transport heat upward from Jupiter's interior by free convection; however, the uncertainty in the
rate constant, which could be improved in the laboratory, corresponds to three orders of magnitude uncertainty
inK.

c) Conversion of H + to molecular ions

A discrepancy exists between the measured (Voyager radio occultation) and modeled electron
concentration profiles at Jupiter and Saturn. The models provide one of the very few means of identifying the
ions (as only electron concentrations were measured) and for understanding plasma dynamics and the upper
atmospheric energetics of the outer planets. Thus it is important to investigate the reasons for the present
discrepancy between the measured and modeled ionospheric structure.

It has been suggested that if the long-lived terminal ion, H *, were converted to a short-lived molecular

ion such as Ha + or H20+/H.a0 ÷, resulting ion concentrations would be much reduced, b_ the
measurements ifito agreement. The rate constants for the conversion, of H + toI-L_'to+ and H20+/HaO are,
however, not available because the necessary laboratory experiments have not been done. The convemon rates
need to be measured under appropriate planetary (pressure, temperature, auroral enerlD" input) conditions.
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B. Terrestrial pl_et_

At the same time that spacecraft data have greatly increased our knowledge of the terrestrial planet
atmospheres, the data have raised new and important questions. For example, although the planets Venus,
Earth, and Mars exhibit a number of similarities in terms of bulk composition, density, and in the case of Venus
and Earth, size and mass, the present atmospheres are quite different. Understanding the processes by which
these atmospheres, that originally may have been similar, evolved to such different states is one of the major
questions confronting planetary scientists. An essential part of the problem involves identifying and studying
those atmospheric and atmosphere/surface interactions which maintain the present states. To address properly
these questions, we need laboratory investigations to understand atmospheric data that we already possess (such
as that from the Pioneer Venus Mission) and to interpret the data that we will obtain in the future from projects
such as Mars Observer and Mars Rover/Sample Return.

The types of laboratory measurements needed for the interpretation of inner planet data are not subject
to the same categorization as are the laboratory measurements for outer planet data. Unlike the atmospheres
of the outer planets, the terrestrial planet atmospheres differ markedly in composition, thermal structure, and
volatile cycles. Furthermore, they have been more intensively investigated, so that the outstanding science
questions are generally at a different level than for the outer planet atmospheres. Therefore, our discussion of
the terrestrial planet atmospheres differs from that of the outer planets in that we discuss all types of laboratory
measurements which bear on a particular science issue together.

The following subsections discuss specific examples where lack of fundamental knowledge on the
radiative, thermodynamic, and chemical properties of various materials and chemical species limits progress in
understanding the atmospheres of Venus and Mars, as well as the evolution of the Earth's atmosphere.

1. Sulfur (_hemistry in the Venus _louds
i

The Venus clouds have an important effect on the radiation budget of the planet and on the composition
of its upper atmosphere. The clouds are radiatively active in the infrared, visible, and ultraviolet regions of flue
spectrum. Because of this, they are also important for understanding the dynamics of the Venus atmosphere,
in particular the atmospheric super-rotation and various atmospheric waves,

A major portion of our current knowledge of the dynamic meteorology of Venus is based on UV images
of the clouds, such as those from the Pioneer Venus Orbiter. However, the nature and origin of the contrasts
in these images is unknown, as are the physical and chemical processes that might be important in producing
them. The Venus clouds are known to consist principally of 85% concentrated sulfuric _d_ _ sulfuric acid
is formed by oxidation of SO_ that diffushs 1/p t_r0m tile i0wer atmosphere. The oxidation process is reasonably
well understood, largely becffuse of work that has been done in trying to understand acid rain _re on Earth.

The Venus atmosphere, however, has a much lower ox'yg_eh _h_hi _ di_S Earth's. _ _ 1 ppm of O 2
is present above the level of the cloud tops. This lack of oxygen (and ozone) allows solar ultravio!et radiation
in the 200 to 300 ran range to penetrate into the upper cloud layer, initiating a whole new sequence of reactions
that produce monatomic sulfur. The sulfur atoms thus formed may recombine with each other to form longer
and longer sulfur chains. The thermodynamically stable form of elemental sulfur at low temperatures is Sa' but
the Venus atmosphere probably contains a whole suite of gaseous sulfur molecules ranging from S_ td $1_.
Chains of five or more sulfur atoms can attach their free ends to form ring molecules. These moleffules ar-e
considered to be a likely source of the absorption responsible for the LrV contrasts. However, to inter the
abundances of these elemental sulfur molecules, one needs to know their formation and i_ _ fates.
Unfortunately, none of the relevant rate constants is known with sufficient precision. Many of the steps in the
SOformation sequence have not even been studied. Laboratory experiments invol_vmg_ reiev__ t su_ur:molecule

producing reactions, together with measurements of the photolysis _ bt_S and 0ther sulgur ring molecules,
are mus necessary for deriving the maximum science return from the UV iniages of Venus dou_

The photochemistry of sulfur in anoxic atmospheres may have applications to the p_itive Earth as wetl
as to Venus. Recent studies suggest that elemental sulfur (and the ring molecules in particular) could have
provided an effective screen against solar ultraviolet radiation, thereby facilitating the or;4_n and early e_lu_

of life. The sulfur could have been provided by volcanic outgassing of SO 2 and HaS. Because the vapor pressure
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of elemental sulfur is highly temperature-dependent, a warm surface and a dense CO_ atmosphere would have
been needed for such a screen to have existed. Experiments on the temperature sensitivity of sulfur chemistry
will help to put such speculations on more solid footing.

Another key requirement for understanding the Venus cloud system involves an understanding of the
chemical equilibrium between the cloud system and its "immediate" precursor gases (I-I,2SO4, SO a, and H20).
This, in turn, requires the knowledge of the vapor pressure equilibrium conditions for- concentr-ated H2SO a
solutions. While a number of laboratory measurements have been made which set upper limits on the partial

pressures of gaseous H_O 4 and SO a surrounding liquid sulfuric add, no direct measurement of the relative
abundances of these cofistituents has-ever been made. Such results would not only make it possible to better

model the oxidation process by which SO_ becomes HTSO4 and SO a, but it would also become possible to
recalibrate existing laboratory results for tlie microwave o"pacity from-saturation abundances of H2SO 4. This,

in turn, would result in.more acurate profdes of gaseous. .2S4H O abundance, derived from Pioneer Venus Orbiter
radio occultation studies and from Magellan rad_ometric observations.

2. Water Vaoor in the Venus t_phere

The determination of the water vapor distribution in the Venus atmosphere is important because water
is crucial to the chemistry and physics of the clouds. Furthermore, it affects the radiative balance of the
atmosphere, which in turn determines the atmospheric thermal structure and forcing for the general circulation.
Based on data from Pioneer Venus and Veneras 11, 12, 13 and 14, it appears that the present water vapor
content is between 50 and 100 ppmv near 25 km altitude,but only about 15 ppmv near the planet surface. Cloud
level measurements indicate a mixing ratio of about 200 ppmv, decreasing to 30 ppmv above the clouds. There
appear to be significant meridional and diurnal variations of water vapor above the clouds, and radiative balance
considerations suggest a significant meridional variation in the lower atmosphere as well.

Certain aspects of the above measurements of atmospheric water vapor are extremely puzzling.
Foremost is the unusual vertical profile in the H20 mixing ratio implied by the data, in which the mixing ratio
decreases toward the planet surface. Either the planet surface is a sink of water, or water vapor is chemically
destroyed in the lower atmosphere. At the same time there must exist a source of water vapor, either higher
in the atmosphere or elsewhere on the planet surface. Apart from the vertical profde, there is the question of
what would maintain a meridional gradient in water in the lower atmosphere against atmospheric mixing
processes. Such a meridional gradient implies sources and/or sinks varying with latitude.

Each of these questions stems originally from spectroscopic determinations of ware/vapor abundance
made by spacecraft descending through the Venus atmosphere, or from radiative balance calculations based on
net flux observations from descending spacecraft. A recent reanalysis of Pioneer Venus mass spectrometer data

seems to confu'm the existence of a vertical gradient in H20 concentration. Nevertheless, these spectroscopic
analyses must be considered uncertain, because the absorption properties of H20 are not well known under
Venus-like conditions. The Venera 11 and 12 measurements of H20 were based-on the analysis of water vapor
bands at 0.94/_m and 1.13/_m. Analysis of these two bands for V_.neras 11 and 12 yielded very different water
vapor prordes. The absorption in the 1.13 #m band evidently implies a constant mixing ratio of H20 of about
25 ppmv at all levels. The 0.94/_m band gives the inverted vertical prot'de described above. Synthetic spectra
for these different I-I_O profdes were matched against the spectra obtained by Veneras 13 and 14 between 0.7/tm

and 1.0/_m. These damparisons also seem to indicate an inverted H20 vertical prot'de, but it is clear that further
laboratory spectroscopy studies are needed to resolve the problems m the interpretation of these combined data
sets.

In addition to H20 distn'bution, an essential piece of information for models of the greenhouse effect
is the accurate knowledge of the opacity of H_O vapor at visible and infrared wavelengths. Insuffident laboratory
spectroscopic data are presently available at'the conditions of high temperature and high pressure appropriate

to the Venus atmosphere. In particular, more infomation is needed on CO2-broadened line shapes and on hot
bands not normally observed in Earth's atmosphere. We also need to understand "continuum" H20 absorption
caused by the far spectral wings of individual absorption fines. Better knowledge of infrared absorption by water
vapor (and CO 2) should enable us to build realistic models of Venus' past and present climate, and to gain
greater understfmding of the operation of greenhouse effects in planetary atmospheres.
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3. Mars Exploration

In the next decade, the Martian atmosphere will be studied by a series of American and Soviet
spacecraft. These spacecraft will carry a new generation of instruments that will greatly increase our
understanding of the structure and circulation of the Martian atmosphere, and the Martian climate. Successful
analysis of these observations will require an improved understanding of the physical properties of Martian
atmospheric materials. Therefore, laboratory studies in support of these missions should be initiated as soon as
possible.

Atmospheric dust and condensates such as water ice and CO 2 frost are extremely important components
of the Martian atmosphere. Laboratory measurements could provide much-needed information concerning the
optical properties of potential Martian dust materials, as well as an improved understanding of the behavior of
dust particles and aggregates in the Martian environment. Our understanding of Martian carbon-dioxide frost,
which has no terrestrial analog, could especially benefit by new laboratory studies. At present, we do not have
a definitive set of measurements of the optical properties of pure CO_ frost at so_ar andhtl_ared wavelengths,
nor do we understand how surface CO 2 frost deposits behave in the l_artian environment. Laboratory studies
could also enhance our understanding of processes such as volatile adsorption in the Martian regolith and
carbonate formation. Both of these processes may be important in determining the Martian surface pressure
over the moderate to long timescales which characterize the planet's "climate."

C. Comets

_e origin and evoluti0n Ofcomets aretopics of great inierest, not _only_ planetary science, but also

in studies of the interstellar medium and of protoplanetary material in th_0vidnit)_of young stars. Comets are
abundant in the solar system; estimates of their numbers range from 10 " to 10". They are diverse in size,
composition, and chemical behavior, and they exhibit a wide range of physicochemical phenomena as they pass
near the sun. Only in the last decade, and particularly with the data collected from the spacecraft flybys of
Comets P/Halley and P/Giacobini-Zinner, has the range of cometary phenomena become fully recognized.

Laboratory studies play a vital role in understanding various cometary phenomena in the coma and in
the dust and gas tails. Cometary phenomena are generally amenable to laboratory experimentation, but relatively
little of this work has been done (except for spectroscopy). To describe the role of laboratories in the study of
comets, it is most appropriate to divide the discussion into a section on experiments relevant to the nucleus and
a section on experiments on cometary gases.

1. The Nature of the Nucleus

. Comeiaryffu-Cldi-ap_ear to consist of i0w:de_i_i_o/unce_ composition and structure mixed
intimate|y with more refractory particulate materials. Much 0fthe ice must be watei,:_d much of the refractory
material must be silicate mineral grains, but other ices and refractories have also been detected. There are
almost no experimental data on the mechanical and thermal properties of fluffy ice and ice/dust structures. This
is an area that could significantly benefit from laboratory studies,

The ices in cometary nucleiare thought to have condensed from partially altered interstellar matter prior
to and during the protosteHar phase of the solar system, so they may be similar to the icy mantles found on
interstellar grains in dense molecular clouds. Only recently has the true chemical complexity of interstellar ices

been appreciated. In addition to the common components H20 , NHa, and CO, new evidence suggests that
interstellar ices also contain more complex molecules. These include meihyl and methylene groups in molecules
like esters, ketones, nitriles, and s-unple alcohols.

A recent proposal that polycyclic aromatic hydr_ohs are ab_t in the interstellar medium

suggests that they are also important in the composition of comets. The detection of organic grains in the coma
of Comet P/Halley and the emission at 3.4 micrometers in Comets Halley and Wilson are evidence that these
materials may indeed be significant. Therefore, ice studies should include investigations of individual condensed
volatiles and mixtures, their behavior upon sublimation, the interrelationslfip with entrained refractory gr_ and
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the reaction of the mixture to the radiation environment in space.

We need detailed information on optical properties and the complete spectral signatures of ice clathrates,
the physicochemical properties and conditions of formation of clathrates, clathrate hydrates, and amorphous
mixtures of cosmochemical importance over the range of temperature and pressure relevant to the outer solar
system, circumstellar disks, and dense molecular clouds where they are presumed to have formed. Experiments
at several laboratories have shown that the vaporization of mixtures of condensed volatiles is a complex
phenomenon depending upon species, relative concentrations, and processing conditions (e.g., proton and
ultraviolet radiation). To this must be added uncertainties associated with the structure and inclusion of

refractory grains and organic matter. In addition, the thermal conductivity of such material and the changes in
the core structure with time and temperature need to be determined. It is clear that much laboratory work
must be done before we can hope to understand what drives cometary behavior.

Material of lower volatility constitutes the high density component in cometary nuclei, and contributes
to the dust ejected during rapid ice sublimation as well as to the build-up of a refractory crust. Silicate grains
and unspecified organic grains of high molecular weight are known to occur in the dust coma, and must therefore
come from the nuclear ice-refractory mass. Other refractories of unknown composition must also exist in the
coma and in the nucleus. The minerals magnetite and laboratory-produced amorphous carbon have been used
as likely analog materials in dust models simply because their optical properties are available.

Additional work is needed on the Fischer-Tropsch catalysis of organics on interstellar grains, on the
chemistry of ices with inclusions of polycyclic aromatic hydrocarbons, and on the general problems of the origin
and evolution of other complex organics in the cometary environment. For example, the peak position of the
3.4-mm emission feature measured in Comets P/Halley and Wilson falls at the high frequency extreme of the

normal spectral range for saturated aliphatic hydrocarbons, implying that the CH 2 and CH a groups are attached
to strongly electronegative groups. Polycyclic aromatic hydrocarbons are very electronegative. Furthermore,
complex organics containing these aromatics have exceedingly low vapor pressures and are thus reasonable
candidates to consider as part of the non-volatile grain component.

2. The Nature of the Volatile t:omponent

The coma of a comet, the extended atmosphere around the nucleus that occurs during the release of
gas and dust, is highly dynamic because of changing insolation (which changes the rate of gas and dust release
and the ensuing photochemistry), and hydrodynamical interactions with the solar wind. Owing to the dynamical
environment and the fact that the coma consists of dust particles, ice grains, molecules, neutral radicals, atomic
species, and molecular ions, the range of physico-chemical phenomena that occur there is enormous. Hydrogen
dominates the gas component of the coma, but all of the cosmochemically abundant elements (H, C, N, O, and
S) are well represented, as are the most abundant metals.

Three major approaches to analysis of ground-based observations of cometary coma gases are the Haser
model the vectorial model, and chemical models, in order of increasing complexity and (presumably) of reality.
The Ha.set model assumes a simple two (or occasionally three) generation parent molecule and daughter
photodissodation product expanding isotropicaliy at constant velocity, it is analytic and easy to use, but it needs
laboratory data for the parents and daughters; in some cases the dominant parent is not even known. The
vectorial model assumes a range of velocities for the daughter products and is therefore more realistic. The
theory is not analytic, however, and it requires that the parent be identified and the dissociation kinetics be
understood. Consequently, this theory has been applied successfully only to water. A full chemical model
requires simultaneous solution of all the competing chemical reaction equations and therefore requires knowledge
of all relevant rate constants, combined with reasonable hydrodynamic and thermodynamic assumptions. This
approach has been taken only very rarely because of its uncertainty and complexity. The principal uncertainties
lie in the incomplete laboratory data on many constants and in the starting boundary conditions.

A century of spectroscopic work from the Earth and, more recently, from space has given a rather
thorough inventory of gas coma constituents. Areas requiring major laboratory work concern the dissociation
processes of potential parents and observed radicals, and rates and products of reaction processes occurring
among them. These studies must be made at extremely low pressures consistent with actual physical conditions
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in the coma.

Dissociation and ionization processes in parent molecules and in dissociation fragments need to be
investigated. Photodissociation is the primary process but electron impact phenomena might be important in
some circumstances. There are two aspects of such measurements. One is the determination of cross-sections
as a function of energy. The other is the determination of dissociation mechanisms or branching ratios when

several dissociation channels are possible. For example, in the case of H20 photodissociation, the relative yields
of OH, H2, and H_O + as a function of wavelength are not known. The details of dissociation of the OH are
also unkn6wn. Sim-dar measurements are needed for all known or suspected parent molecules. In addition to
these species, investigations of carbon clusters C2, Ca, C4 and higher polymers, as well as organic clusters, need
to be carried out. C_ and Caare prominent cometary species, and the Giotto ion spectrometer has given
evidence for a mixtur£ of poss_le polymeric species.

Attempts to carry out detailed studies of chemical reactions in the coma are hindered by the limited data
on reaction cross-sections, especially for the low pressures within the coma. These are needed for a variety of
ion-molecule and radical-radical reactions at temperatures and pressuies appiopriate to the coma. For
spectroscopic analyses as well as for reaction studies, quenching efficiencies should be measured for vibrationaliy
excited species and for metastable electronic states.

III. IMPLEMENTATION/BUDGET

It is proposed that a program of'laboratory measurements be Supported by an augmentation to the
Planetary Atmospheres Program. This opportunity should be open to the scientific community through a NASA
Research Announcement (NRA) which contemplates competitive proposals for full peer review.

Research proposals should be invited for support of both laboratory equipment and personnel associated
with new projects or enhancements of existing efforts at NASA Centers, Universities and in industry. (It is
recognized that an essential level of manpower effort is needed for installation, development and utilization of
hardware and for processing, reduction and dissemination of laboratory data.)

The NRA should specify typical area¢ Of research to be funded. These _ include, but not be limited
to, laboratory studies in thermodynamics, spectroscopy, chemical kinetics, and irradiation effects related to an
understanding of planetary atmospheres. Selections will be based upon scientific merit with due regard for
balance among the areas of interest and targets of opportunity as determined by NASA's spacecraft missions.
Allowance should be made for innovative proposals from the community which are consistent with NASA's
goals, and compatible with its budget but not previously recognized by NASA as important areas.

It Is expected _t this augmentation will fund approximately fifteenefforts in laboratory research at the
level of about $100-$Lq)K each for three years. Thus, a program amounting to more than two million dollars
per year for an initial period is envisioned, with a corresponding follow-on option.

Balance among the several areas of laboratory research outlined in this report is expected. It is hoped
that the actual needs within the community of laboratory scientists, together with the judgments of their peer
reviewers, will establish an optimal distribution of funds. As usual, NASA management will assist in effecting
a scientifically appropriate and ftscally equitable allocation of resources.

....... A.i the outset, worksho_ and special meetings should be held to highlight requirements and progress
relating to laboratory studies for planetary atmospheres. A national meeting involving many members of the
Planetary Atmospheres community is planned for calendar 1989; this will serve as an introductory forum for the
proposed augmentation. An international meeting is anticipated for calendar 1990; _ would both highlight
progress and set the stage for the follow-on option-

It is _ed _ laboratory data facilitated by _ program will be made available to the scientific
community of users through channels such as scientific jo_ _mmunications at professi0_ mee_.
In addition, the program will assist in making data available where special circumstances such as length, format,
md imm require.
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